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Foreword 

Research on decision-making support for supply chain management (SCM) has been 
conducted from different perspectives so far. Though considerable advancements 
have been achieved in operations research, control theory, evolutionary algorithms, 
and agent-based systems, their isolated application frequently led to inevitable 
problem simplifications. In the worst cases, the artificial transformation of a real 
problem to a specific problem to apply particular solution techniques could be stated 
as examples. The comprehensive and near-real-world frameworks for decision-
making support in SCM require solid skills from the investigators in both business 
administration, information technologies, and mathematical modelling. Fortunately, 
the joint knowledge of the authors of this book provides the required skills at a very 
high level, which could ensure the advancements in SCM decision-making support 
as described in this book. Unlike many other researchers who consider SCM as a 
new application domain for existing research methods, the authors of this book have 
been continuously developing special decision-making support techniques with 
regard to specific features of supply chains for the last few years. While proposing 
these advancements today, the book provides guidelines and challenges to conduct 
research on SCM in the near future. This book will be very helpful for students and 
post-graduates and will enable them to understand better the possibilities and 
challenges in conducting first-class research on complex production-logistics 
systems that are commonly known as supply chains at the present time. 

Joachim Kaeschel, Prof. Dr.habil. 
Chair of Production Economics and Industrial Organization 
Chemnitz, Germany 

Decision-making support systems for supply chain management (SCM) have been 
extensively developed during the past two decades. In this regard, remarkable 
progress within operations research, control theory, and artificial intelligence has 
been achieved. However, partial SCM problems have usually been considered as a 
“thing in itself” without reflecting the tight interlinking of the related sub-
problems with regard to the global supply chain performance. To tackle this 
weakness, the authors present a multi-disciplinary approach for integrated deci-
sion-making in the SCM domain. They show that this multi-disciplinary research 
into supply chain management allows consideration of the whole problem seman-
tics in an interlinked form, and not only as the optimization of local problems. 
This is enabled by enriching operations research methods with dynamics, non-
linearity, stability and adaptivity considerations as well as by realising discrete-
ness and subjectivism of decision-making in dynamic control models. The com-
bined application of operations research, control sciences and artificial intelligence 
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induces a synergy effect to bring the decision-making support systems for SCM 
closer to real management problems. In this and many other aspects, the academic 
contribution of this book is very high. The vision and concrete tools presented for 
supporting decision-making in the domain of SCM are path-breaking and worth 
thorough studying by young researchers, PhD students, and also professionals and 
advanced scientists. 

Prof. Dr.-Ing. Herbert Kopfer 
Chair of Logistics 
University of Bremen 
Germany 

Supply chain management (SCM), once developed from the information 
technologies perspective and further treated from the business administration 
perspective, now requires comprehensive engineering frameworks to incorporate 
business models, technological infrastructures, information coordination and 
decision-making models. Hence, multi-disciplinary research approaches are in 
strong demand. In this setting, this book opens up new perspectives for conducting 
research into SCM from integrated perspectives to amplify concepts and models 
that are not consistent and limited to very specific cases. The authors put the main 
emphasis in this book not only on the development of new mathematical 
constructions but first of all on system thinking and new perspectives to consider 
SCM problem semantics and the art of applied mathematical modelling for 
complex business systems. Therefore, this monograph aims to cover the gap 
between the mathematical modelling and the management system thinking. With 
novel approaches and models, the book makes a number of valuable contribution 
to operations research, systems analysis and control sciences. E.g., cconvention-
ally isolated static and dynamic problems of supply chain planning and scheduling 
are considered as a whole and a new integrated problem of supply chain planning 
and execution has been revealed, stated and solved due to the mutual enriching of 
operations research and optimal control techniques. This book may be especially 
useful for PhD students and post-docs who are interested in advanced and 
practice-relevant techniques in supply chain management. 

Alexandre Dolgui, Ph.D., Dr.Hab. 
Professor 
Director of the Centre for Industrial Engineering and Computer Science  
Saint Etienne National Institute of Science and Technology 
Saint Etienne, France 

Supply chain management (SCM) is a relatively new research field. However, the 
insights gained from recent research already allow us to talk about new research 
developments within the SCM domain. These developments concern both new 
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conceptual business frameworks for supply management with regard to advanced 
information technologies and social responsibilities and new mathematical ap-
proaches to quantitative supply chain models and comprehensive decision-making 
support. These new ways of thinking are reflected in this book. The book under-
takes a comprehensive theoretical rethinking of a complex of multi-disciplinary 
problems in the SCM domain. It recognizes the central role of people in decision 
making on supply chain planning and execution and reflects this in the modelling 
approaches developed, e.g., by bringing people and their subjective decision mak-
ing into systems and control science. The modern challenges in SCM that have 
been taken up by the authors are thoroughly worked through and answered with 
constructive methods. The book Adaptive Supply Chain Management may poten-
tially motivate new research in the SCM domain. 

Viktor Sergeev, Prof. Dr.Sc. (econ.) 
Chair of Supply Chain Management 
President International Logistics Center 
High School of Economics 
Member of European Logistics Association (ELA) Board 
Moskau, Russia 

The present economic crisis is having a profound negative impact on most supply 
chains. Existing supply chains have been configured with the old assumptions of 
unlimited economic growth and utter stability of environmental conditions. How-
ever, this approach was wrong. Sustainable supply chain development requires not 
taking environmental stability as a given invariable state but considering supply 
chains and the environment as a whole. Finding the necessarily stable conditions 
for supply chain development should be based on the simultaneous balancing of 
changes in the environment of supply chains and in the supply chains themselves. 
This is the only way to remain profitable and competitive in real complex supply 
chain execution environments. This is the stand taken in this book. It is very grati-
fying that modern research on SCM takes up this practical challenge and proposes 
methodical guidelines for decision-making frameworks with the focus on ensuring 
supply chain profitability through stability. As a director for operations logistics of 
an internationally active logistics and supply chain provider, I can encourage the 
research community to take this viewpoint at the forefront of future investigation. 
Future business models in SCM will be based on the ensuring supply chain profit-
ability as balanced with the supply chain stability to answer the challenges of un-
certainty rather than on the unlimited profit growth. This will require proper scien-
tific tackling. And this book is intended to illustrate this. 

Ako Djaf, Dipl.-Wirt.-Ing. 
Director Operations Logistics  
Schenker Russia 

 



Preface 

We study what we can see,  
but what we see is not always what exists. 

Paulo Coelho 

The term “supply chain management” (SCM) was coined in the 1980–90s. Pres-
ently, SCM is considered as the most popular strategy for improving organiza-
tional competitiveness along the entire value chain in the twenty-first century.  

A supply chain (SC) is a network of organizations, flows and processes wherein 
a number of various enterprises (suppliers, manufacturers, distributors and retail-
ers) collaborate (cooperate and coordinate) along the entire value chain to acquire 
raw materials, to convert these raw materials into specified final products, and to 
deliver these final products to customers.  

SCM studies human decisions in relation to cross-enterprise collaboration proc-
esses to transform and use the SC resources in the most rational way along the en-
tire value chain, from raw material suppliers to customers, based on functional and 
structural integration, cooperation, and coordination throughout.  

SCs influence the world economy and are influenced by it. The economic envi-
ronment has changed significantly since the autumn of 2008. Hence, the necessity 
for new viewpoints on SCM has become even more obvious. The former para-
digm of total and unlimited customer satisfaction has naturally failed because of 
the limited resources for this satisfaction. 

In these settings, the duality of the main goals of SCM – maximizing the ser-
vice level and minimizing costs – should be enhanced by the third component – 
maintaining SC stability. This triangle goal framework will build the new SCM 
paradigm that can be formulated as the maintenance of stability and the harmoni-
zation of value chains with possibly full customer satisfaction and cost-efficient 
resource consumption for ensuring the performance of production-ecological sys-
tems at the infinite time horizon. Therefore, new conceptual frameworks and 
mathematical tools for decision-making support are needed. 

In taking the level of the engineering frameworks and mathematical models to 
the forefront of this study, the research logic includes the following main compo-
nents (see Fig. 1). The SC design starts with the system formation. In this research 
stream, a wide variety of organizational issues are investigated in relation to the 
collaboration motivation, organizational structures, trust, etc. This level is out of 
the scope of this study. However, we will reflect the organizational issues in Chap. 
2.  

The first step in building an SC is structural design. Within the SC, a number 
of structures (organizational, functional, informational, technological and finan-
cial) are to be formed to ensure a backbone for the achievement of the system’s 
goals. 
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Fig. 1 Main components of system research on SCM 

The processes and flows within the structures are implemented through the re-
source provision and consumption. These resources may be related to materials, 
time, information, people and finances. To utilize the resources, a number of op-
erations is to be planned and executed. The execution happens not statically but 
dynamically, and is unwound over different time horizons. Through the structure 
and operations dynamics, SCs may appear in different states. The above-
mentioned components are tightly interlinked.  

The primary objective of this book is to reflect these conjunctions both at the 
conceptual and formal levels to contribute to the existing knowledge in the SCM 
domain in developing a framework, mathematical models and software prototypes 
for handling uncertainty and dynamics in SCs, taking into account high-
dimensional and computational complex problems, the explicit interconnection of 
the planning and execution decisions, and decision-making by people to ensure SC 
adaptability, stability and crisis-resistance.  

The motivation for this contribution consists of several topics that can be cap-
tured under the general problem of the handling of uncertainty and dynamism 
while planning and executing SCs.  

First, the composite objective of maximizing both the SC stability and eco-
nomic performance can be considered as a timely and crucial topic in modern 
SCM. The profit losses through non-purposeful (e.g., demand fluctuations) and 
purposeful (e.g., terrorism or thefts) perturbation impacts can amount to 30% of 
the annual turnover. The current economic decline and its impacts on SCs confirm 
the necessity for rethinking the SC optimization vision of an unlimited profitabil-
ity growth. Striving for maximal profitability in the hope of an unperturbed envi-
ronment and unlimited economic growth led to tremendous collapses and losses in 
SCs. The crisis provides the ultimate evidence that one of the main tasks of SCM 
is to balance profitability and stability to remain competitive in the perturbed eco-
nomic environment. Besides, the stability indicator meets the SCM nature to a 
greater extent. Increases in sales and cost reductions may be related to operational 
logistics improvements at local knots of SC. But the stability of the whole SC is 
even the direct performance indicator of SCM. 
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Second, within SCs, there are lots of problems that have been conventionally 
treated in isolation from each other but which are indeed tightly interlinked. In our 
opinion, these explicit interconnections may potentially provide new quality of 
decision-making support for SCM. For example, planning and scheduling are an 
integrated management function. SCs consist of different structures. The planning 
and execution of SCs are based on the same decision-making procedures that do, 
however, differ in their decision-making speed. Hence, the planning and execution 
stages of SCM can be considered within an adaptation framework. In following 
these assumptions, we will consider dynamics in SCs at the structural–operational 
level with concrete processes and parameters rather than at the strategic level, 
which usually suffers from a lack of links to concrete processes and a high ab-
straction degree. We will consider SCs as multi-structural systems and propose an 
SC structure–operations dynamics approach to establish adaptive feedback loops 
at the tactical and operational decision-making levels. 

Third, we assume that SCs as complex systems are described by different mod-
els. In modelling SC structure and operations dynamics, a number of particular 
features of the SCM domain should be taken into account. The processes of SC 
execution are non-stationary and non-linear. It is difficult to formalize various as-
pects of SC functioning. Besides, the SC models have high dimensionality. There 
are no strict criteria of decision-making for SCM and no a priori information 
about many SC parameters. The SC execution is always accompanied by negative 
perturbation impacts. These negative perturbation impacts initiate the SC structure 
dynamics and predetermine a sequence of positive control compensating for the 
perturbations. Unlike the automatic systems, adjustment control decisions in SCs 
are taken by managers and not by automatics. This results in individual interests, 
risk perceptions and time delays (from minutes to months) between disruption 
identification and taking adjustment measures.  

To answer these challenges, the research approach in this study is based on the 
combined application of modern optimal control theory, operations research (OR), 
systems analysis and artificial intelligence. In particular, recent advancements in 
applying different OR approaches in the SCM domain as well as advancements in 
modern control theory and applied mathematics, namely the theory of structure 
dynamics control (SDC) and multi-model complexes will be considered. 

Fourth, another particular feature of this book is the developing of generic 
model constructions and guidelines for near real-world problem identification and 
the application of a problem-specific solution method (or a combination of meth-
ods) rather than dealing with clear identifiable problems and specific problem 
cases with a known desirable outcome in a known environment. Such problem lo-
calizations may lead to unrealistic simplifications where the connection of the 
model to reality fails. Real problems are different and involve multiple decision 
makers and different interests and value sets (e.g., individual risk perception). Of 
course, the continuous improvements in the solution of partial SCM problems are 
very important. There is a wealth of literature on these problems and the optimiza-
tion potential. However, this literature indicates even more case-study applications 
but as yet almost no new methodical approaches.  
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In this research, we will not concentrate on the solutions to partial benchmark-
ing problems of SCM that are known and localized in the literature. We will put 
the emphasis on the fact that these partial problems and specific cases are tightly 
interlinked with each other with regard to different SCM levels, different SC 
structures, and in SC dynamics. Even these links will be at the forefront of our 
considerations to develop a problem semantic for the SCM domain. In the situa-
tion when the further optimization of known referenced problems can hardly pro-
vide a significant increase in SC performance, even the investigation into the links 
between different problems may lead to a new breakthrough in SCM research. 

In this book, we will consider the modelling level at a higher degree of abstrac-
tion and develop generic methodical constructs that can be localized in concrete 
environments with the help of certain methodical guidelines. Finally, the proposed 
approach will reflect the fact that SCs evolve as a result of subjective decisions 
taken by people on the basis of compromised iterative decision making procedures 
within an information environment. 



Book Organization 

The contents of the book are organized in 15 chapters’ format as follows. 

Chapter 1. Evolution of Supply Chain Management (SCM) 
The chapter starts by describing the role of SCM in enterprise management. Sub-
sequently, the predecessors and establishment of SCM are discussed. Particularly, 
market and enterprise management paradigm developments in 1960–2010, objec-
tive economic grounds of SCM development, and the development of SCM are 
presented. Finally, the issues of SCM and related disciplines are discussed. We 
analyse the interrelations of logistics and SCM as well as arguing the multi-
disciplinary nature of SCM. The chapter highlights the key role of SCM in modern 
enterprise management and concludes that this role will increase in the coming 
years due to further globalization, customer orientation and advancements in in-
formation technology (IT). Finally, the main research directions on SCM are dis-
cussed. 

Chapter 2. Drivers of Supply Chain Management 
In this chapter, the issues in agile, flexible and responsive SCs and related catego-
ries of postponement, virtual enterprises (VE) and coordination are considered. 
Different interrelations of these categories are examined. We also present the state 
of the art of adaptive SCM (A-SCM). Subsequently, the basics of the conceptual 
vision of the A-SCM approach at the organizational level are considered. We start 
with the main definitions, and then we consider the A-SCM framework as com-
posed of elements drawn from SCM, VE, agile/responsive SCs, and sustainable 
SCM. In the A-SCM framework, we do not set off different value-adding chain 
management strategies with each other, but consider them as an integrated frame-
work. All three value chain drivers – products and their life cycles, customers and 
their orders, and suppliers/outsourcers – are enhanced by combining the elements 
from SCM, agility, and sustainability. Moreover, these drivers are interlinked 
within a unified information space. 

Chapter 3. Decision-making Support for Supply Chain Management 
This chapter deals with decision-making support for the SCM domain. The first 
part of the chapter is devoted to basic approaches to modelling SCs. We consider 
the model-based decision-making support as being composed of mathematical and 
informational models as well as of different hybrid models. In the class of mathe-
matical models, we distinguish the research paradigms of OR, control theory and 
agent-based approaches. We also consider the main solution techniques: optimiza-
tion, simulation, statistics, heuristics and hybrid models. Subsequently, we con-
sider the information modelling of SCs subject to business process reengineering 
models, IT-driven models, and the use of modern IT techniques and methods for 
the integration of SC decision-making models. In the second part of the chapter, 
we analyse the information systems-driven decision-making support. Basic IT 
with regard to different application areas within the SCM domain are presented. 
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Finally, we consider possibilities to develop integrated modelling frameworks 
(IMF) from informational and mathematical perspectives. 

Chapter 4. Challenges in Research on Modern and Future Supply Chains 
This chapter deals with modern developments and challenges in SCM from both 
the practical and theoretical points of view. We highlight the following main chal-
lenges for SCM: compromising potential SC economic performance and SC sta-
bility; capturing uncertainty and dynamics; handling the multi-structural nature of 
SCs; ensuring interrelations and optimality of decisions at different management 
levels; conducting multi-disciplinary research on SCM; establishing links to dif-
ferent stages of the product life cycle, related enterprise management functions 
and the environment. Finally, we consider challenges in the further development 
of IT and organizational aspects for SCM. We conclude by summarizing 12 main 
misunderstandings of SCM that we have experienced in our teaching and consult-
ing work so far. 

Chapter 5. Uncertainty, Risk and Complexity 
In the focus of this chapter are the issues of uncertainty, risk and complexity in 
SCs. We discuss the origins of uncertainty, risk and complexity and provide 
proper classifications. The uncertainty factors are divided into environmental un-
certainty, human thinking and decision-making uncertainty. The distinguishing 
purposeful and non-purposeful perturbation influences also form the basis of the 
proposed classifications. Subsequently, issues in SC complexity are presented. We 
conclude this chapter by analysing the practical issues of uncertainty in SCs. This 
chapter shows the interrelations between uncertainty and complexity management. 
The interlinking of uncertainty, risk, disturbances and deviations are discussed. 
Finally, constructive arguments to consider SCs as complex systems are discussed. 

Chapter 6. Handling Uncertainty in Supply Chains 
As indicated in the recent literature, there are two types of risk affecting SCs: (1) 
risks arising from the problems of coordinating supply and demand and (2) risks 
arising from disruptions to normal activities. According to this classification, we 
will continue to consider the issues of uncertainty and risk in this chapter. This 
chapter analyses purposeful perturbation influences from the point of view of SC 
security, and non-purposeful perturbation influences from the point of view of SC 
vulnerability. We describe different kinds of both purposeful and non-purposeful 
perturbation influences. Subsequently, managerial impacts to handle uncertainty in 
SCs are addressed. In particular, leverages of SC reliability and flexibility are ana-
lysed. 

Chapter 7. STREAM: Stability-based Realization of Economic Performance 
and Management 
In this chapter we develop the conceptual basics of the approach to balancing SC 
economic performance and stability as the primary objective in SC planning and 
optimization. The developed concept is named STREAM (Stability-based Realiza-
tion of Economic Performance and Management). The concept STREAM, as the 
name implies, is based on the idea that the SC’s potential economic performance 
will be realized through the SC’s stability. The conceptual model of STREAM is 
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based on conceptualizing the subject domain from uniform SCM and system-
cybernetic positions by means of the interconnected considerations of (1) control 
and perturbation influences in SCs and (2) verbally describable properties of an 
SC as a business process (for example, security and flexibility) and theoretically 
attributed properties of an SC as a complex system (for example, adaptability and 
resilience). Finally, general algorithms of SC (re)planning under uncertainty are 
presented.  

Chapter 8. Quantitative Modelling of Supply Chains 
This chapter is devoted to the modelling approaches in the SCM domain. The 
chapter starts with an analysis of OR on SCM that can be divided into three pri-
mary approaches to conducting SC modelling. These are optimization, simulation 
and heuristics. Subsequently, control theory application in the SCM domain is dis-
cussed. Finally, the approaches of complex adaptive systems (CAS) and multi-
agent systems (MAS) are analysed. A critical analysis of the advantages and limi-
tations of different modelling techniques concludes this chapter. The chapter high-
lights the main features and application areas of OR, control theory and agent-
based models in the SCM domain. 

Chapter 9. DIMA – Decentralized Integrated Modelling Approach 
In this chapter, the basics of the SC multi-disciplinary treatment in the DIMA 
(Decentralized Integrated Modelling Approach) methodology are presented. The 
main principles of the DIMA are SC elements’ activity, multiple modelling, inte-
gration and decentralization. We consider these principles in detail in the course of 
the chapter. We introduce the concept of an “active modelling object” (AMO) as 
part of the generic model constructions. Integration is considered from four per-
spectives: the integration of various modelling approaches and frameworks, the in-
tegration of planning and execution models, the integration of decision-making 
levels, and the implementation of integration throughout “conceptual model  
mathematical model  computation”. The integration and combined application 
of various models is implemented by means of multi-model complexes and quali-
metry of models. 

Chapter 10. Structure Dynamics Control and Multi-model Analysis 
One of the main features of SCs is the multi-structural design and changeability of 
structural parameters because of objective and subjective factors at different stages 
of the SC life cycle. In other words, SC structure dynamics is constantly encoun-
tered in practice. In this chapter, we present the concept and the models of SC 
structure dynamics. The common conceptual basis facilitates the construction of a 
complex of unified dynamic models for SC control. The models describe the func-
tioning SC along with the collaboration processes within them. The unified de-
scription of various control processes allows the simultaneous synthesis of differ-
ent SC structures. The proposed approach allows us to establish a dependence 
relation between the control technology applied to SCs and the SCM goals. This 
statement is exemplified by an analysis of SC functional abilities and goal abili-
ties. It is important that the presented approach extends new scientific and practi-
cal results obtained in the modern control theory for the SCM domain. 
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Chapter 11. Adaptive Planning of Supply Chains 
In this chapter, we discuss the kernel of planning and scheduling as an integrated 
management function and provide a classification of planning tasks. Then we con-
sider the method of adaptive planning. Subsequently, we present a general concep-
tual framework of the adaptive planning and scheduling with the models’ adapta-
tion. The main purpose of the adaptation framework is to ensure parameter tuning 
of the dynamic scheduling model with regard to changes in the execution envi-
ronment. In the proposed framework, the plans’ adaptation is connected with the 
models’ adaptation. Within the framework, a special controller concept is pre-
sented. Finally, we consider SC planning levels and their reflections. We develop 
a framework of decision-making consistency in SCM on the basis of adaptive 
planning principles. 

Chapter 12. Modelling Operations Dynamics, Planning and Scheduling 
In this chapter, we present mathematical models and algorithms for operations dy-
namics planning and scheduling. The basics of the research approach are dis-
cussed. A complex of dynamic models for integrated planning and scheduling is 
presented. This complex is composed of dynamic models for collaborative opera-
tions control, resource control and flow control. Subsequently, we consider algo-
rithms for optimal SC operations control and develop our own one. The proposed 
approach is based on the fundamental scientific results of modern control theory 
and systems analysis in combination with the optimization methods of OR. We 
formulate the planning and scheduling as optimal control problems, taking into 
account the discreteness of decision-making and the continuity of flows with the 
use of special techniques, e.g., by transferring the non-linearity from the dynamic 
models into the left part of the differential equations in constraints. The modelling 
procedure is based on an essential reduction of a problem dimensionality that is 
under solution at each instant of time due to connectivity decreases.  For the com-
putations, the dynamic Lagrange relaxation, transformation of the optimal control 
problem to the boundary problem and maximization of Hamiltonians with the use 
of Pontryagin’s maximum principle are used. 

Chapter 13. Supply Chain Reconfiguration and Model Adaptation 
In this chapter, we consider issues of SC reconfiguration and models’ adaptation. 
We classify different SC reconfiguration issues within the control loop. The con-
siderations presented lead us from a narrow traditional interpretation of complex 
systems’ reconfiguration to a wide interpretation within a new applied theory of 
SDC. In the first phase of re-configuration, the forming (generation) of allowable 
multi-structural macro-states is performed. In other words, a structural-functional 
synthesis of a new SC should be fulfilled in accordance with an actual or fore-
casted situation. In the second phase, a single multi-structural macro-state is se-
lected, and adaptive plans of SC transition to the selected macro-state are con-
structed. Subsequently, a mathematical model of the SC reconfiguration and 
algorithms of parametric and structure adaptation are presented. 
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Chapter 14. Supply Chain Global Stability and Manageability 
In this chapter the mathematical model complex of SC stability analysis is pre-
sented. These formal models present at the mathematical level the conceptual 
model of the global stability. In its development, stability comes to be interpreted 
in different ways beginning with the classical BIBO stability up to the non-
quantified “conceptual” stability concepts. We consider as stability the SC prop-
erty to approach the real SC performance to the planned one under the interacting 
SC processes in the real perturbed execution environment with regard to the vari-
ety of execution and goal criteria. The SC stability analysis addresses the problem 
of the direct connection of SC stability and economic performance. The model is 
based on the dynamic interpretation of the SC functioning process and uses for the 
first time the method of attainable sets (AS) for the SCM domain. 

Chapter 15. Experimental Environment 
In this chapter the concept of the integrated experimental environment developed 
and its partial components are considered. A vision of a special software environ-
ment, which contains a simulation and optimization “engine” of SC planning, a 
Web platform, an ERP system and an SC monitor, is presented. For experiments, 
we elaborated two software prototypes: (1) SNDC – Supply Network Dynamics 
Control and (2) SCPSA – Supply Chain Planning and Stability Analysis. We pro-
vide some case examples with experimental results that reflect the models of the 
previous chapters. 

Target Audience 

The book is targeted to a broad range of professionals involved in SCM. It is 
structured to appeal to audiences seeking a discussion on conceptual business 
models, generic methodical principles and modelling approaches to modern con-
cepts in SCM, as well as those interested in applied SCM problems from the deci-
sion-making support point of view. 

The main target group consists of graduate students, professors and research as-
sociates in SCM, logistics management, industrial engineering, systems engineer-
ing, management science, decision analysis, operations management and applied 
OR, and practitioners and researchers working in the fields of SCM and operations 
management who aim to combine mathematical aspects of problem solving with 
the use of modern business concepts and IT solutions. This book may be used for 
teaching in graduate and professional development courses. It also provides valu-
able reference material for research in the area of SCM, logistics management, 
production and operations management. The professional societies interested in 
these areas are: 

• European Operations Management Association (EurOMA) 
• International Federation of Operations Research and Management Science 

(INFORMS) 
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• Production and Operations Management Society (POM) 
• International Federation of Automatic Control (IFAC) 
• Council of SCM Professionals (CSCMP) 
• Institute of Electrical and Electronics Engineers (IEEE) 
• Institute of Industrial Engineers (IIE) 
• Decision Science Institute (DSI) 
• German Operations Research Society (GOR) 
• American Production and Inventory Control Society (APICS) 
• Society of German Professors on Business Administration (VHB) 
• German-Russian Logistics Society (DR-LOG) 
• Society of Collaborative Networks (SOCOLNET) 
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Chapter 1 
Evolution of Supply Chain Management (SCM) 

The secret of success is for a man to be ready  
for his opportunity when it comes. 

Benjamin Disraeli 

We know what we are, but know not what we may be. 
William Shakespeare 

1.1 Role of SCM in Enterprise Management 

Only a few years have passed since enterprise management and organizational 
structure have been considered from the functional perspective: marketing, re-
search and development, procurement, warehousing, manufacturing, sales, and fi-
nance. The modern value creation logic challenges other schemes (see Fig. 1.1). 

Product Value-adding

Physical transformation 
of materials to product

Management of 
transformation 

of materials to products

Product life cycle 
management Finance management

Production and 
logistics management 

and engineering

Supply chain 
management

25%

15%

30%

30%
 

Fig. 1.1 The main elements of enterprise management 

The basic element of entrepreneurship is the creation of added value. This is 
the basis for all further considerations. In normal business conditions, this value is 
connected with a product or a service. To be more precise, the added value crea-
tion is dispersed over the whole value chain, from raw materials to product dis-
semination and consumption. The product life cycle management (PLM) is the 
first component of enterprise management. Its impact on enterprise growth is dif-
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ferent in different branches and industrial environments. However, a related value 
of about 25% can be estimated. 

The second enterprise management component is finance. The financial flows 
that accompany the material flows need to be handled efficiently. This concerns 
both the direct financial flows for product creation and indirect financial flows 
such as stock exchange activities, investments, etc. The impact of financial man-
agement on enterprise management may add up to 35%, especially if an enterprise 
is presented at stock exchanges. Financial management is out of the scope of this 
book. 

The physical production of a product is based on local (but tightly interlinked!) 
product transformation (manufacturing) and transition (logistics) processes. The 
logistics’ impact on the enterprise management usually amounts to 10–15%.  

In the modern customer-driven economy, a product must not only be produced 
but also marketed. This means that a product is to be produced according to cus-
tomers’ requirements. Besides, minimum costs for product creation are usually de-
sired. To achieve this, on the one hand, manufacturing and logistics process opti-
mization is required. On the other hand, a continuous balance of demands and 
supplies is needed. This balance can be ensured by means of integrating and bal-
ancing the local processes along the entire value-adding chain. The last aspect is 
even the kernel idea of SCM.  

Our empirical experiences and the insights of the existing literature show that 
even the aspect of the optimization of the links between manufacturing and logis-
tic processes in a value-adding chain has a greater impact on the business optimi-
zation in modern SCs. This is due to (1) even more complex SCs and an uncertain 
environment and (2) the significantly longer-lasting research on manufacturing 
and logistic optimization.  

SCM is one of the key components of enterprise management and is responsi-
ble for balancing demand and supply along the entire value-adding chain (Chris-
topher 2005). SCM’s impact on the enterprise management can be estimated as up 
to 30%. From decisions on the SC configuration arise up to 80% of the total SC 
costs (Harrison 2005) and up to 75% of the operational costs in SCs (Wannen-
wetsch 2005). 

In conclusion, from analysing Fig. 1.1, it can be emphasized that all the enter-
prise management drivers should be tightly interlinked for maximum performance 
(effectiveness and efficiency). PLM can be interlinked with SCM, i.e., through the 
suppliers’ and customers’ participation in new product development and engineer-
ing. A better synchronization of material, informational, and financial flows will 
have a positive impact on all the three flows (Mertins and Schallock 2009). Mar-
keting can have a profound impact on adjusting SC imbalances with regard to 
over-inventories (Christopher 2005, Rudolph and Drenth 2007). The simultaneous 
optimization of manufacturing and logistics processes and the links between these 
processes also brings positive effects with regard to shareholders’ satisfaction 
(Olle 2008).  

Let us consider SCM as a system within enterprise management (see Fig. 1.2). 
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Fig. 1.2 System of SCM  

SCM is subject to the goals of the superordinated strategic management level 
and should be harmonized with the enterprise competitive strategy (Fischer 1997, 
Chopra and Meindl 2007), given constraints (i.e., financial constraints) and risks 
(the achievement of potential SC goals is always subject to a certain amount of 
risk due to uncertainty).  

SCM within an enterprise is based on both enterprise-internal activities and in-
teractions with the external interrelated systems. These systems are customers and 
suppliers. SCM is in turn the goal-set system for the underordinated systems, e.g., 
a production system. 
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1.2 Predecessors and Establishment of SCM 

1.2.1 Market and Enterprise Management Paradigm 
Developments 1960–2010 

Over the last 50 years, a transition from the producers’ market to the customers’ 
markets has occurred. This transition began in the 1960s with an increasing role of 
marketing in the conditions of mass production of similar products to an anony-
mous market. This period is known as the economy of scale. After filling the mar-
kets with products, the quality problems came to the forefront of enterprise man-
agement. In the 1970s, total quality management (TQM) was established.  

The increased quality caused the individualization of customers’ requirements 
in the 1980s. This was the launching point for the establishment of the economy of 
the customer. This period is characterized by efforts for optimal inventory man-
agement and a reduction in production cycles. 

In the 1980–1990s, handling a high product variety challenged enterprise man-
agement. Another trend was the so-called speed effect. The speed of reaction to 
market changes and cutting time-to-market became even more important. Conse-
quently, the optimization of internal processes simultaneously with external links 
to suppliers was rooted in the concepts of lean production and just-in-time. 

Throughout the 1990s, companies concentrated on development approaches to 
core competencies, outsourcing, innovations and collaboration. These trends were 
caused by globalization, advancements in IT and integration processes into the 
world economy. Particularly in the 1990s, the paradigm of SCM was established.   

1.2.2 Objective Economic Grounds of SCM Development 

The development of SCM was driven in the 1990s by three main trends: customer 
orientation, markets globalization and establishing an information society. These 
trends caused changes in enterprise competitive strategies and required new ade-
quate value chain management concepts (see Fig. 1.3). 

First, to remain competitive, enterprises concentrated on product individualiza-
tion and maximum meeting of customers’ requirements. Flexibility and respon-
siveness came to be the key factors in supply management. Second, in the 1990s, 
new markets in Asia, Eastern Europe, and South America were extensively ac-
quired and the production facilities actively shifted to these regions. Thirdly, re-
markable advances in IT and establishing the World Wide Web (WWW) provided 
the basis for innovative business concepts. On the whole, the focus turned to the 
consideration of entire value-adding chains, all the elements and links within them 
and outside the own enterprise to ensure business profitability and competitive-
ness. This launched the mass establishment of SCM.  
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Intra-organizational integration and inter-organizational coordination along the entire 
value-adding chain have a profound influence on profitability and competitiveness, 

rather than the local optimization of intra-organizational functions

Supply Chain Management  
Fig. 1.3 Objective grounds of SCM development 

The practice of SCM has provided enough evidence that intra-organizational 
integration and inter-organizational coordination along the entire value-adding 
chain have a profound influence on profitability and competitiveness, rather than 
the local optimization of intra-organizational functions.  

1.2.3 Development and Merit of SCM 

The first use of the term “SCM” is commonly related to the article “SCM: Logis-
tics Catches up with Strategy” by Oliver and Weber (1982). They set out to exam-
ine material flows from raw material suppliers through SC to end consumers 
within an integrated framework that has been named SCM. 

The origins of SCM can also been seen in early works on postponement (Alder-
son 1950), system dynamics and the bullwhip effect (Forrester 1961), inter-firm 
cooperation (Bowersox 1969), optimal multi-echelon inventory management 
(Geoffrion and Graves 1974), just-in-time (JIT), and lean production. The first 
book on SCM appeared in 1992 (Christopher 1992). 

In practice, SCM became important in the 1990s in retail networks, the automo-
tive industry, electronics and textiles. Trends of outsourcing, increased competi-
tion pressure, the establishment of new organizational forms in conditions of glob-
alization, integration and IT development, expanding logistic services – all of 
these have driven the development of SCM.  

The practical realization of ideas of balancing and synchronizing demand and 
supply along the entire value-adding chain has been enabled by business informa-
tion systems and the Internet. IT provided a new level of coordination capabilities 
in SCs and enabled a breakthrough in SC responsiveness and flexibility. Informa-
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tion technology, on one hand, serves as an environment to support SCM. On the 
other hand, it has been the enabler of much advancement in SCM. The coordina-
tion and integration made SCs much more than simple inter-organizational coop-
eration.  

In recent years, SCM has been increasingly established in different branches, 
such as aerospace, automotive, pharmaceutical, telecommunications, textiles and 
clothing, retail, 3PL, FMCG (fast moving consumer goods), construction and ma-
terial, health care, food and beverages and high-tech manufacturing. The research 
on SCM has a different emphasis, i.e., in the automotive industry, the issues of 
alignment of market demands and supply and costing are at the forefront of dis-
cussions. For the FMCG sector, stockless processes, agility and mobile (IT) are 
the most important issues. For retail and clothing, the issues of outsourcing, uncer-
tainty, collaboration and reverse logistics have a greater impact. In aerospace, the 
stage of product utilization and service is of a crucial nature. 

Regarding the merit and performance of SCM, the following figures can be 
shown as examples. The increase in sales and reduction in costs in the value-
adding chain due to SCM amounts to 15–30%. Partial effects such as inventory 
reductions, an increase in service level, SC reliability and flexibility, a reduction 
in transaction costs, etc., amount to 10–60%. These effects occur due to balancing 
supplies along the entire value-adding chain to ensure mutual iterative balances of 
production and logistics processes subject to full customer satisfaction. As cus-
tomer orientation, globalization and IT advancements are still the ongoing trends 
in markets, the importance of SCM will become ever greater. Hence, SCM will be 
further developed and there will be ever more investments in SCs (Christopher 
2005). 

1.2.4 Organizational Aspects of SCM 

SCM, as the term implies, is primarily directed to the inter-organizational level. 
Another successful application of SCM depends to a very large extent on the intra-
organizational changes. Even the collaborative processes with an extended infor-
mation systems application are managed by people who work in different depart-
ments: marketing, procurement, sales, production, etc. The interests of these de-
partments are usually in conflict with each other. Hence, not only outbound 
synchronizations but also internal organizational synchronization are encompassed 
by SC organization. 

Some levels of SC organization can be distinguished (Christopher 2005, Jahns 
2008, Werner 2008). These are open market negotiations, cooperation, communi-
cation/integration, coordination and collaboration (see Table 1.1).  
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Table 1.1 Main categories of SC organization 
 

Category Content Organization level 

Open market 
negotiations 

Supply on the basis of commerce offers  Lowest 

Cooperation Long-term contracts with suppliers and cus-
tomers 

Low 

Communication/ 

Integration 

Building channels and links within and outside 
the enterprise  

Middle 

Coordination Building information interchange within the in-
tegration channels  

High 

Collaboration Joint business strategies, collaborative promot-
ing, sales and order forecasts, technological 
know-how sharing, process synchronization 

Highest 

 
If an enterprise handles its supplies and demands based on long-term contracts 

with suppliers and customers, this is cooperation. From cooperation, channels and 
links of an informational (i.e., e-mail, fax, ERP system) and physical (i.e., trans-
portation) nature are initiated. If these channels are systematically used for infor-
mation interchange (i.e., sharing data about demand planning or inventory levels 
or shipment control with RFID chips), this is coordination. Finally, if, along with 
the integration and coordination, your enterprise attracts suppliers and customers 
to new product development and design, co-creates joint business collaborated in 
joint promotion actions and sales forecasts, and takes part in know-how sharing, 
this is collaboration. Actually, only a few SCs in the world have achieved the 
highest collaboration and synchronization level. Between 15% and 20% of SCs 
are at the stage of advanced coordination, and about 50% can be placed between 
communication, integration and simple coordination. 

The variety of possible SC organizational structures can be very large. How-
ever, while identifying and structuring possible SC organizations, the following 
five components can be considered as orientations for the identification of SC 
structures. These are competition, supplied and replenished products, production, 
and export–import relations (see Fig. 1.4). 

In each of the five components, two key analysis categories are distinguished. 
These are as follows:  

• competition: market share and the number of customers; 
• supplied and replenished products: the number of different products and the 

number of different variants of each product; 
• production: manufacturing depth: the number of technological processes and 

the number of operations in each of the processes; and 
• export–import: how many products are outsourced abroad and what part of 

these products is sold in the country of outsourcing.  
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Fig. 1.4 Components for SC structures identification 

At the first stage, enterprise data are placed within each of the five matrices. At 
the second stage, the data aggregation takes place to reveal SC structures, mate-
rial, information, and financial flows. Some examples are presented in Fig. 1.5. 
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Fig. 1.5 Examples of SC structures 

After the SC structures have been identified, the business processes should be 
analysed and proper information architecture should be selected. These aspects 
will be considered in the following section in this chapter. 

Finally, let us consider the main organizational aspects of SC paradigm as 
compared with conventional self-oriented business making vision. In Table 1.2, 
we summarize the modern views on the main organizational aspects of SC para-
digm (Christopher 2005, Mangan et al. 2007, Becker 2008). 



10     1 Evolution of Supply Chain Management (SCM)   

Table 1.2 The main organizational aspects of the SC paradigm 

Focuses of a conventional business vision Focuses of a SCM business vision 

Suppliers and own production/services Focus on customers 

Make-to-stock Make-to-demand 

Safety stocks Coordination 

Local optimization of transport, manufactur-
ing, inventories 

SC optimization 

Functional thinking Process thinking 

Penalties for supply breaks  100% keeping supply terms 

Capacity loading optimization Flexibility and customer satisfaction 

Operative planning on the basis of middle-
term plans 

Operative planning on the basis of current 
demand 

Permanent lack of necessary materials Monitoring availability and stock levels of 
materials 

Optimizing direct costs Optimizing total SC costs 

Optimizing usage of containers Building batches as JIT and just-in-sequence 

Volume maximization Cycle time optimization 

Enterprises compete SCs compete 

 
As can be observed from Table 1.2, SC organization is a very important and 

complex problem. It requires thorough changes in enterprise organization and in-
ter-enterprise links’ reorganization. IT and innovative business concepts can have 
a profound effect on your enterprise but, first of all, to establish flexible SCs, 
flexible people are needed who will implement the IT usage and the management.   

1.3 SCM and Related Disciplines 

1.3.1 Logistics and SCM 

The interrelation of logistics and SCM is a “hot spot” in many discussions. Actu-
ally, the elaboration of a unique viewpoint on this aspect should not be counted 
on. Sometimes, these discussions appear very similar to discussions on interrela-
tions of theatre and cinema in the 1940–1950s. Nevertheless, both the theatre and 
the cinema exist now. So both the logistics and SCM will exist in the future.  

In modern literature, four main viewpoints of the interrelation of logistics and 
SCM can be classified (Mangan et al. 2007). These are: 

• logistics as a part of SCM; 
• SCM as a part of logistics; 
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• SCM instead of logistics; and 
• logistics and SCM are independent and have some intersection points. 

Without standing for one of these viewpoints, let us discuss our own under-
standing of logistics and SCM (see Fig. 1.6). 

Forming and implementing material flows in local supply chain knots

Coordinating links between local knots

Logistics SCM

Flows:
Material
Information
Financial

 

Fig. 1.6 Interrelation of logistics and SCM 

In analysing the existing research literature and empirical case studies, the fol-
lowing can be concluded: logistics deals mostly with local functions for imple-
menting the physical transition of material flows and SCM deals with the value-
adding chain as a whole and concentrates on the managerial links between the lo-
cal functions for implementing the physical transition of inbound and outbound 
material flows  

In Fig. 1.6, the spheres of physical material flows and the management of these 
flows with information and financial flows are distinguished. To explain it very 
simply – the circles in Fig. 1.6 are the subject of logistics and the managerial (in-
formational and financial) links between these circles are the subject of SCM. Lo-
gistics is attracted to optimizing the realization of physical transitions; SCM is at-
tracted to the management level. In other words, logistics takes care of providing 
the right goods, in the right place, at the right time, in the right volume, in the right 
package, in the right quality, with the right costs, and SCM takes care of balancing 
the supplies along the entire value-adding chain subject to the full customer satis-
faction.  

In Fig. 1.7, an extract from a SC is presented to depict the above-mentioned is-
sues. 
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Warehouse Assembling

Optimization of 
warehouse-driven

material and 
informational flows

Optimization of 
production in 
assembly line

Logistics Production

Supply chain management
• demand planning

• supply coordination

• inventory management

• supply monitoring

•……..

… …

 

Fig. 1.7 An extraction from a value chain and functionalities of logistics, manufacturing, and 
SCM 

As examples of logistics problems, warehouse management, transportation op-
timization, procurement quantity optimization, local inventory management, 
cross-docking design, inter-modal terminals design, etc. can be named. Accord-
ingly, manufacturing deals with optimizations in assembly lines, production cells, 
etc. As examples of SCM problems, distribution network design, demand forecast-
ing, collaborative inventory management, supply coordination, supply monitoring, 
and controlling can be identified. In practice, the logistics and SCM problems in-
teract and are tightly interlinked. This is impossible to consider logistics and SCM 
in isolation from each other. SCM and logistics mutually enriches themselves. 
SCM is a very important part of logistics. In its turn, logistics is a very important 
part of SCM. 

1.3.2 The Multi-disciplinary Nature of SCM 

SCM is interlinked with logistics, operations management, strategic management, 
marketing, industrial organization, production management and informatics. Some 
examples follow. Cooperation is the basis of SCM. However, the issue of coopera-
tion is within the scope of industrial studies. Cooperation process flows in turn be-
long to the logistic and SCM competences. SCM integrates the strategic goals of 
production (process flexibility, productivity and efficiency) and logistics (provid-
ing the production and customers with products, low logistic costs and a high lo-
gistic service level).  

Besides cooperation, coordination belongs to the most important SCM compo-
nents. The basis of the coordination is IT. The functionalities of IT can be differ-
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ent, i.e., SC planning, SC monitoring, data interchange, radio frequency identifica-
tion (RFID), trace and tracking, etc. Hence, SCM is interlinked with informatics 
and engineering. The above-mentioned interrelations are presented in Fig. 1.8. 

Management Science

Engineering Informatics

Organization, strategy, planning, control

Strategic, process, and operations decision making levels

Management 
problems

Technological
problems

 
 
 
 
 
 

Fig. 1.8 SCM as a multi-disciplinary framework 

Only a few years have passed since SCM was considered as an extension of lo-
gistics and purchasing management. As stated in Christopher (2005), modern 
SCM is a wider concept than just logistics. Moreover, SCM has been extensively 
developed into an independent research and management domain. For the last few 
years, the focus of SCM has shifted to the management level. Organization, 
strategies, planning and control at different decision-making levels are the subjects 
of management science. To implement the managerial functions, information and 
engineering technologies are needed. In its turn, the level of the existing technolo-
gies enables or disables management concepts. Hence, SCM should be considered 
as a multi-disciplinary framework of management science, engineering science 
and information science.  

1.3.3 The Main Directions of Research on SCM 

When considering the literature on SCM, it is apparent that three major research 
streams exist. One contains conceptual business research, another is modelling, 
and the third deals with software engineering and information tools (Simchi-Levi 
et al. 2004, Chandra and Grabis 2007, Gunasekaran and Ngai 2009). 

In recent years, the concepts of business networks have been developed increas-
ingly. A large number of concepts of network organization and management, such 
as extended enterprise, agile SCs, responsive SCs, virtual enterprise, etc. have 
been proposed (Christopher and Towill 2001, Camarinha-Matos and Afsarmanesh 
2004, Ross 2004, Yusuf et al. 2004, Gunasekaran et al. 2008). Coordination con-
cepts and strategies for SCM have also been developed, such as collaborative 

? ??? ???????? ? ?????????? ? ??. ? ??? ??? . ??????? ? ???????? ? ????? ? ?

Operations ManagementLogistics

Production Management Information Systems

Marketing Strategic Management
SCM
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planning, forecasting, and replenishment (CPFR), vendor-managed inventory 
(VMI), and SC monitoring (SCMo). In this stream, researchers try to grasp mana-
gerial structure issues related to business networking. The studies give extensive 
guidelines for a deeper understanding of the basic principles and advantages of 
new organizational forms. We will consider this research stream in more detail in 
Chap. 2.  

The second research direction is modelling. SC modelling supports the deci-
sion-making process through computational tools and a greater understanding of 
SC operating characteristics (Chatfield et al. 2009). Model-based decision-making 
support is composed of mathematical and informational models (Fiala 2005, 
Chandra and Grabis 2007, Chatfield et al. 2009). In the class of mathematical 
models, a number of decision-making support research paradigms and solution 
methods can be distinguished. The main research paradigms are OR, control the-
ory and agent-based approaches. The main solution techniques are optimization, 
simulation, statistics, heuristics, and hybrid models (Beamon 1998, Swaminathan 
et al. 1998, Tayur et al. 1999, Fox et al. 2000, Shen et al. 2001, de Kok and 
Graves 2004, Simchi-Levi et al. 2004, Koechel and Nielandaer 2005, Surana et al. 
2005, Chopra and Meindl 2007, Chandra and Grabis 2007, Sarimveis et al. 2008). 
Information models describe the problems from an information processing per-
spective. Into the models of this class fall business process reengineering models, 
coordination-driven models, and data warehouse and knowledge-base models 
(Chandra and Grabis 2007). As emphasized by Simchi-Levi et al. (2003), Chandra 
and Grabis (2007), Kuehnle (2008), Chatfield et al. (2009) and Ivanov (2009), SC 
problems are tightly interlinked with each other and have multi-dimensional char-
acteristics that require the application of different integrated frameworks of deci-
sion-making support. 

Research on management information systems can be divided into theoretical 
and empirical paths. The latter contains a wealth of different application cases in 
diverse SC environments (Subramanian and Iyigungor 2006, Ketikidis et al. 2008) 
The key ingredients of IT in SCs are the use of the Internet and Web-based service 
portals, integrated information/knowledge within ERP software, and decision-
support systems (DSS) that utilize proven algorithms for various strategic, tactical, 
and planning problems in specific industry domains (Fiala 2005, Chandra and 
Grabis 2007). The theoretical research on IT in SCM discusses improvements in 
information sharing (Chen et al. 2000, Dejonckheere et al. 2003, Chandra et al. 
2007), developing a taxonomy for IT in the SCM domain (McLaren and Vuong 
2008), and the use of modern IT techniques and methods for integration of SC de-
cision-making models (Chandra and Grabis 2008, Chatfield et al. 2009). 

The mathematical model-based, information model-based, and IT-supported 
decision-making components are tightly interlinked with each other. Mathematical 
models support decision-making through quantitative aspects. Information models 
describe and depict both SCs and decision-making processes. Information systems 
support the decision makers in practice. 

In line with the above classification into three research streams, we will organ-
ize the layout of this book. The key point of our considerations will be directed to 
the modelling level. However, the levels of conceptual business research and IT 
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will also be considered. In Chap. 2 we will consider the existing conceptual busi-
ness framework in the SCM domain and develop a vision of the conceptual 
framework for A-SCM. In Chap. 3 we will consider the SC modelling and infor-
mation systems domains. Chapter 4 will discuss the main challenges in research 
on SCM with regard to all the three research streams. Subsequently, we will pro-
pose our approaches to the stated challenges. Chapters 5 and 6 will be devoted to 
the uncertainty, risks and complexity in SCs. Based on these considerations, the 
concept STREAM will be presented in Chap. 7. Chapter 8 will analyse the ap-
proaches to the quantitative modelling of SCs and reveal their advantages and 
shortcomings. These considerations will be further developed in Chap. 9 where 
the multi-disciplinary modelling approach to SC modelling, named DIMA, will be 
presented. The following chapters of the book will be devoted to answering the 
challenges of SC multi-structural design, structure, and operation dynamics, re-
configuration, adaptation, and stability estimation at the modelling level. In Chap. 
10 we will present the approach to SC structure dynamics control as a whole. In 
Chap. 11–14 the main frameworks and models that have been generalized in 
Chap. 10 will be considered in detail. Chapter 11 will be devoted to SC adaptive 
planning. In Chap.12 a complex of dynamic models for SC scheduling will be pre-
sented. In Chap. 13 the reconfiguration and models’ adaptation problems will be 
addressed. Models of SC global stability analysis will be presented in Chap.14. 
The developed experimental environment and some experimental examples will 
be presented in Chap. 15. 

References 

Alderson W (1950) Marketing efficiency and the principle of postponement. Cost and Profit Out-
look 3:15–18 

Beamon BM (1998) Supply chain design and analysis: models and methods. Int J Prod Econ 
55(3):281–294 

Becker T (2008) Prozesse in Produktion und Supply Chain optimieren. Berlin, Springer 
Bowersox DJ (1969) Physical distribution development, current status, and potential. J Market 

33:63–70 
Camarinha–Matos LM, Afsarmanesh H (2004) The emerging discipline of collaborative net-

works. In: Camarihna-Matos L (Ed) Virtual enterprises and collaborative networks. Kluwer 
Academic Publishers, Boston 

Chandra C, Grabis J (2007) SC configuration. Springer, New York 
Chandra C, Grabis J (2008) Information technology support for integrated supply chain model-

ing. Hum Syst Manag 27(1):3–13  
Chandra C, Grabis J, Tumanyan A (2007) Problem taxonomy: a step towards effective informa-

tion sharing in supply chain management. Int J Prod Res 45(11):2507–2544 
Chatfield DC, Harrison TP, Hayya JC (2009) SCML: An information framework to support sup-

ply chain modeling. Eur J of Oper Res 196(2):651–660  
Chen F, Drezner Z, Ryan J K and Simchi–Levi D (2000) Quantifying the bullwhip effect in a 

simple supply chain: the impact of forecasting, lead times, and information. Manag Sci 
46(3):436–443 

Chopra S, Meindl P (2007) Supply Chain Management. Strategy, planning and operation. Pear-
son Prentice Hall, New Jersey 



16     1 Evolution of Supply Chain Management (SCM)   

Christopher M (1992) Logistics and Supply Chain Management. Pitman Publishing, London  
Christopher M (2005) Logistics and Supply Chain Management: Creating Value-Adding Net-

works. Financial Times Prentice Hall, Dorchester 
Christopher M, Towill DR (2001) An integrated model for the design of agile supply chains. Int 

J Phys Distrib Oper Manag 31:235–244 
Dejonckheere J, Disney SM, Lambrecht MR and DR Towill (2003) Measuring and avoiding the 

bullwhip effect: a control theoretic approach. Eur J Oper Res 147(3):567–590 
Fiala P (2005) Information sharing in supply chains. Omega 33:419–423 
Fisher ML (1997) What is the right supply chain for your product? Harv Bus Rev march–april: 

83–93 
Forrester J (1961) Industrial dynamics. MIT Press Cambridge 
Fox MS, Barbuceanu M, Teigen R (2000) Agent–oriented supply chain management system. Int 

J Flex Manuf Syst 12:165–188 
Geoffrion A, Graves G (1974) Multicommodity distribution system design by Benders decompo-

sition. Manag Sci 29(5):822–844  
Gunasekaran A, Ngai NWT (2009) Modeling and analysis of build-to-order supply chains. Eur J 

Oper Res 195(2):319–334 
Gunasekaran A, Kee–hung Laib and TCE Cheng (2008) Responsive supply chain: a competitive 

strategy in a networked economy. Omega 36(4):549–564 
Harrison TP (2005) Principles for the strategic design of supply chains. In: Harrison TP, Lee HL, 

Neale JJ (Ed) The practice of SCM. Kluwer Academic Publishers, Boston 
Ivanov D (2009) DIMA – A research methodology for comprehensive multi-disciplinary model-

ling of production and logistics networks. Int J Prod Res 47(5):1133–1155 
Jahns Ch (2008) Einkauf, Logistik und SCM. Gabler, Wiesbaden 
Ketikidis PH, Koh SCL, Dimitriadis N, Gunasekaran A, Kehajova M (2008) The use of informa-

tion systems for logistics and SCM in South East Europe: current status and future direc-
tion. Omega 36(4):592–599  

Koechel P, Nielander U (2005) Simulation-based optimisation of multi–echelon inventory sys-
tems. Int J Prod Econ 93-94:505–513 

Kok de AG, Graves SC (2004) Supply Chain Management: design, coordination and operation. 
Amsterdam, Elsevier 

Kuehnle H (2008) A system of models contribution to production network (PN) theory. J Intell 
Manuf 18(5):543–551 

Mangan J, Lalwani C, Butcher T (2007) Global logistics and supply chain management. John 
Wiley, New York 

McLaren TS, Vuong DCH (2008) A "genomic" classification scheme for supply chain manage-
ment information systems. J Enterpise Inform Manag 21(4):409–423  

Mertins K, Schallock B (2009) Restructuring of value chains. In: Ivanov D, Meinber U (Eds) 
Logistics and SCM: Modern trends in Germany and Russia. Cuvillier Verlag, Goettingen 

Oliver RK, Webber MD (1982) Supply chain management: logistics catches up with strategy. In: 
Christopher M (Ed) Logistics: the strategic issues. Chapman & Hall, London  

Olle W (2008) Production in partnership. Logistics and supply chain management 2(25):32–38, 
(in Russian)  

Ross A (2004) Creating agile supply chain. IEEE Manufacturing Engineer 82(6):18–21 
Rudolph T, Drenth R (2007) Kompetenzen fuer Supply Chain Manager. Springer, Berlin 
Sarimveis H, Patrinos P, Tarantilis CD, Kiranoudis CT (2008) Dynamic modeling and control of 

supply chain systems: a review. Comput Oper Res 35(11):3530–3561 
Shen W, Norrie DH, Barthes JP (2001) Multi–agent systems for concurrent intelligent design 

and manufacturing. Taylor & Francis Group, London 
Simchi-Levi D, Wu SD and Zuo-Yun S (2004) Handbook of quantitative supply chain analysis. 

Springer, New York 
Subramanian GH, Iyigungor AC (2006) Information systems in supply chain management: a 

comparative case study of three organisations. Int J Bus Inform Syst 1(4):370–386  



References      17 

Surana A, Kumara S, Greaves M, Raghavan UN (2005) Supply chain networks: a complex adap-
tive systems perspective. Int J Prod Res 43(20):4235–4265 

Swaminathan JM, Smith SF and Sadeh NM (1998) Modeling supply chain dynamics: a multi-
agent approach. Decis Sci 29(3):607–632 

Tayur S, Ganeshan R, Magazine M (1999) Quantitative models for supply chain management. 
Kluwer Academic Publishers, Boston 

Wannenwetsch H (2005) Vernetztes supply chain management. Springer, Berlin  
Werner H (2008) Supply Chain Management: Grundlagen, Strategien, Instrumente und Control-

ling, 3. Auflage. Gabler Verlag, Wiesbaden 
Yusuf MA, Gunasekaran A, Adeleye EO, Sivayoganathan K (2004) Agile supply chain capabili-

ties. Determinants of competitive objectives. Eur J Oper Res 159(2):379–392 
 
 

 



Chapter 2 
Conceptual Frameworks for Supply Chain 
Management 

 

No great discovery was ever made without a bold guess. 
Isaac Newton 

 

2.1 Agile, Flexible and Responsive Supply Chains 

To ensure long-term competitiveness and survival, companies implement new 
strategies, based on collaboration with business partners and an advanced utiliza-
tion of IT and Web services (Geunes et al. 2002). Various competitive strategies 
of agile, responsive and flexible SCs have been developed over the last decade. 

In many branches, hierarchical SCs with long-term predetermined suppliers’ 
structures and product programmes evolve into flexible dynamic SC structuring 
(Sarkis et al. 2007). Nowadays, agile organizations with heterogeneous structures, 
core competences, buyer-focused cells and extensive application of Web services 
are being increasingly introduced in practice (van Donk and van der Vaart 2007). 
Collin and Lorenzin (2006) emphasize that “an agile SC is a basic competitive re-
quirement in the industry and building agility into operations requires a continu-
ous planning process together with customers”.  

According to Vonderembse et al. (2006), “an agile SC profits by responding to 
rapidly changing, continually fragmenting global markets by being dynamic and 
context specific, aggressively changing, and growth oriented. They are driven by 
customer designed products and services”. 

Chandra and Grabis (2007) identified the key triggers for designing and imple-
menting SC with regard to agility, flexibility and responsiveness. They are as fol-
lows:  

• introduction of new product(s), or upgrade for existing product(s);  
• introduction of new, or improvement in existing, process(es);  
• allocation of new, or re-allocation of existing, resource(s); 
• selection of new supplier(s), or deselection of existing ones; 
• changes in demand patterns for product(s) manufactured; 
• changes in lead times for product and/or process life cycles; and 
• changes in commitments within or between SC members. 

Within the strategy of agility, different concepts like VE, agile SCs and respon-
sive SCs exist (Christopher and Towill 2001, Camarinha-Matos and Afsarmanesh 
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2004, Ross 2004, Yusuf et al. 2004). Lee (2004) specifies that the main objectives 
of SC agility are to respond to short-term changes in demand or supply quickly 
and to handle external disruptions smoothly. The most distinguished cases of agile 
SC applications are those of DELL, Benetton, AT&T, Nissan, BMW, Nokia etc. 
Bustelo et al. (2007), Collin and Lorenzin (2006) and Gunasekaran et al. (2008) 
ground the practical need and efficiency of agile SCs on the basis of empirical 
tests. 

The advantages of agility, responsiveness and flexibility lie in customer-
oriented networking and flexible configurable SCs conditioned by an enlargement 
of alternatives to search for suitable partners for a cooperation enabled by enter-
prise resource and advanced planning systems (APS) and Internet technologies. 
The agility, responsiveness, and flexibility ensure the following: 

• flexibility and adaptation to market changes; 
• building integrated business processes to unify customer relationships, forecast-

ing, planning, replenishment, distribution, and manufacturing; 
• systematic information coordination; and 
• supply chain event management. 

To narrow the literature analysis to the objectives of this research, we will con-
centrate on the problems of (1) modularization/postponement and agility, (2) vir-
tualization and agility, and (3) coordination and agility. 

2.1.1 Postponement, Modularization and Agility 

Van Hoek (2001) defines postponement as “an organizational concept whereby 
some of the activities in the SC are not performed until customer orders are re-
ceived”. Recent quantitative models have evaluated the cost and benefits of apply-
ing postponement to a large variety of stochastic and deterministic settings (Li et 
al. 2008).  

Ernst and Kamrad (2000) introduced a conceptual framework for evaluating 
different SC structures in the context of modularization and postponement. In the 
analysis, modularization is linked to postponement. The paper introduces taxon-
omy and develops a corresponding framework for the characterization of four SC 
structures, defined according to the combined levels of modularization and post-
ponement: rigid, postponed, modularized and flexible. The study provides exam-
ples of efficient postponement and modularization combining by HP, Suzuki, and 
Benetton. Additional case examples include Dell Computers, Nike, IBM and Gen-
eral Motors and are given by Tully (1993) and Gunasekaran et al. (2008).  

Reichhart and Holweg (2007) synthesize the existing contributions to manufac-
turing and SC flexibility and responsiveness, and draw on various related bodies 
of literature that affect a SC’s responsiveness, such as the discussion of product 
architecture and modularization. Picot et al. (2001), Warnecke and Braun (1999) 
and Wirth and Baumann (2001) elaborated concepts and models of value-adding 
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chain organization based on the integrated, customer-oriented networking of small 
autonomous elements (module, fractals, competence-cells and segments). Coordi-
nation between these autonomous elements usually leads to non-hierarchical or-
ganizational forms. The ideas of integrating the product and process modularity 
have also been extensively investigated in the mass customization approach 
(Chandra and Kamrani 2004). 

A crucial issue in postponement and modularization is the determination of an 
order penetration point (OPP) (see Fig. 2.1). Towill and Mason-Jones (1999) have 
demonstrated that there are actually two decoupling points in SCs – the “material” 
decoupling point, or OPP, where strategic inventory is held in as generic a form as 
possible (this would correspond to the β-line in Fig. 2.1), and the “information” 
decoupling point (this would correspond to the α-line in Fig. 2.1). 

Customer 
requirements

Origin of a 
supply chain

Order Penetration Point

anonymous production make-to-order

agile supply chain

α

β

lean supply chain

 

Fig. 2.1 Order penetration point 

By efficient coordination in relation to these two decoupling points, a powerful 
opportunity for agile response can be created (Christopher and Towill 2000). The 
integration of lean (upstream of the OPP) and agile (downstream of the OPP) SCs 
was extensively discussed in Mason-Jones et al. (2000) and Christopher and Tow-
ill (2000). Recent study by Wang et al. (2009) reports on a three-dimensional con-
cept based on the integration of product, engineering and production activities to 
define customer order decoupling points. 

2.1.2 Virtualization and Agility 

In SC agility, aspects of virtualization play a significant role. The main objective 
of a VE is to allow a number of organizations to develop a common working envi-
ronment or virtual breeding environment with the goal of maximizing flexibility 
and adaptability to environmental changes and developing a pool of competencies 
and resources (Camarinha-Matos and Afsarmanesh 2004, Gunasekaran et al. 
2008). VEs focus on speed and flexibility. A virtual enterprise is enabled by build-
ing a united information space with extensive usage of Web services.  

VE structures are highly dynamic and their life cycles can be very short. The 
existence of a number of alternatives for SC configuration is remarkable. This is a 
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great advantage because of a possibility to react quickly to customers’ require-
ments. This also builds a structural-functional reserve for SC running. Unfortu-
nately, VEs are considered mostly from the information perspective without deal-
ing properly with managerial and organizational aspects. Besides, our practical 
experiences show that there are only a few (if any) organizations that have man-
aged to apply the main idea of the VE, collaborate for a short time and then dis-
perse, perhaps to form new networks with other enterprises. There are two main 
obstacles: trust and technical project documentation.  

2.1.3 Coordination and Agility 

The agility and coordination of SCs have strong links to manufacturing and logis-
tics postponement strategies. A recent AMR Research study shows the great im-
portance of demand-oriented SC coordination: demand forecast accuracy creates 
high responsiveness and cuts costs right through the SC (Friscia et al. 2004). Ac-
cording to the study, the companies that are best at demand forecasting maintain 
on average 15% less inventory, 17% stronger perfect-order fulfilment and 35% 
shorter cash-to-cash life cycles.  

Different concepts of coordination have been developed over the last two dec-
ades, such as efficient consumer response (ECR), collaborative planning, forecast-
ing, and replenishment (CPFR) in retail as well as JIT and VMI in industries. En-
ablers of the coordination are IT, such as enterprise resource planning (ERP), 
APS, electronic data interchange (EDI), and RFID.  

Collin and Lorenzin (2006) emphasize that, in practice, coordination deter-
mines the postponement strategy and the position of the OPP or decoupling point 
in the SC. The coordination has become a key factor in mitigating the bullwhip ef-
fect and in overcoming information asymmetry (Lee et al. 1997, Chen et al. 
2000,). Moreover, due to Internet technologies, it has become possible to integrate 
customers into SC considerations, resulting in the development of the build-to-
order (BTO) SCM (Gunasekaran and Ngai 2005, Sharif et al. 2007). 

2.1.4 Flexibility, Coordination and Agility 

Unlike the well-grounded manufacturing flexibility, SC flexibility is still an under-
investigated area. Swafford et al. (2008) showed that achieving SC agility is a 
function of other abilities within the organization, specifically SC flexibility and 
IT integration. Using empirical data, this study grounded a domino effect among 
IT integration, SC flexibility, SC agility and competitive business performance. 
The results from this study indicate that IT integration enables a firm to tap into its 
SC’s flexibility, which in turn results in higher SC agility and ultimately higher 
competitive business performance. 
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 Tachizawa and Thomsen (2007) empirically investigated the aspects of flexi-
bility related to the upstream SC. The results show that firms need supply flexibil-
ity for a number of important reasons (manufacturing schedule fluctuations, JIT 
purchasing, manufacturer slack capacity, a low level of parts commonality, de-
mand volatility, demand seasonality and forecast accuracy), and that companies 
increase this type of flexibility by implementing two main strategies: “improved 
supplier responsiveness” and “flexible sourcing”. The results also suggest that the 
supply flexibility strategy selected depends on the type of uncertainty (mix, vol-
ume or delivery). 

Coronado and Lyons (2007) investigated the implications of operation flexibil-
ity in industrial SCs and the effect it has on supporting initiatives designed for 
BTO manufacturing. The analysis has revealed the close relationship between op-
eration flexibility and the SC flexibility dimensions of people and information sys-
tems. Wadhwa et al. (2008) presented a study on the role of different flexibility 
options (i.e., no flexibility, partial flexibility and full flexibility) in a dynamic SC 
model based on some key parameters and performance measures. Fotopoulos et 
al. (2008) analysed flexible supply contracts under price uncertainty. Ozbayrak et 
al. (2006) showed that flexibility is interrelated with adaptation. The study consid-
ered a number of performance metrics such as work-in-progress (WIP), tardiness, 
responsiveness, and mean flow time with regard to three localized control policies. 

The main observation from literature analysis is that the collaborative organiza-
tion with heterogeneous structures, core competences, buyer-focused cells and ex-
tensive application of Web services makes it possible to form SCs based on a pro-
ject-oriented networking of core competences through a partner selection from a 
pool of available suppliers in a virtual environment according to customer re-
quirements. Such SCs are expected to be more flexible and reactive, and capable 
of rapid evolution and surviving competition. SC agility reserves are usually con-
sidered in relation to postponement, product modularization and different inven-
tory redundancies on the cooperation side as well as demand-driven roll-out plan-
ning and collaborative forecasting on the coordination side. Another agility 
reserve is a temporary customer-oriented dynamical SC structuring with operative 
outsourcing alternatives (Ivanov and Teich 2009). 

2.2 Vision of the Adaptive Supply Chain Management (A-SCM) 
Conceptual Framework 

2.2.1 Adaptive Supply Chains: State of the Art 

The first use of the term “adaptive supply chain management” (A-SCM) is re-
garded as being in 2001–2002 and in the area of information technologies. The 
SAP’s (SAP 2002) initiative on adaptive SC networks can be considered as the 
first step in automating the SC networks using new technologies including agent-
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based, RFID, and Web services. Subsequently, a number of white papers on A-
SCM appeared from different consulting houses.  

During  2000–2009 a number of concepts were developed to meet the require-
ments for speed, agility, responsiveness and flexibility (Goranson 1999, Christo-
pher and Towill 2001, Ross 2004, Yusuf et al. 2004, Camarinha-Matos and Af-
sarmanesh 2007, Gunasekaran et al. 2008). In these conceptual business models, 
SCs with heterogeneous structures and an extensive application of IT are expected 
to be more flexible and reactive, and capable of rapid evolution and surviving 
competition. 

The mathematical research on adaptive SCs is rooted in CAS and control the-
ory. Choi et al. (2001) claimed that emergent patterns in a supply network can be 
managed much better through positive feedback than through negative feedback 
from control loops. They conclude that imposing too much control detracts from 
innovation and flexibility; conversely, allowing too much emergence can under-
mine managerial predictability and work routines. Therefore, managers must ap-
propriately balance the control and the emergence areas. 

Surana et al. (2005) investigated how various concepts, tools and techniques 
used in the study of CAS can be exploited to characterize and model SC networks. 
These tools and techniques are based on the fields of non-linear dynamics, statisti-
cal physics, and information theory. In the study by Pathak et al. (2007), a theory-
based framework is developed that combines aspects of CAS theory, industrial 
growth theory, network theory, market structure, and game theory. This frame-
work specifies categories of rules that may evoke different behaviours in the two 
fundamental components of any adaptive supply networks, i.e., the environment 
and the firms in that environment. The framework is implemented as a multi-
paradigm simulation utilizing software agents and it joins discrete-time with dis-
crete-event simulation formalisms. Another agent-based model has been elabo-
rated by Kaihara and Fujii (2008) to reflect SCs’ abilities to adapt. The study con-
sidered the VE environment and developed a computer simulation model, 
clarifying the SC formulation dynamism on the negotiation process with adaptive 
behaviour. Many other papers have also dealt with agent-based modelling and SC 
adaptivity; e.g., Ahn et al. (2003) suggested a flexible agent system for SCs that 
can adapt to the changes in transactions introduced by new products or new trad-
ing partners. 

 Another research stream has been dealing with control policies and algorithms 
to adapt SCs by means of different techniques. Shervais et al. (2003) employed a 
set of neural networks to develop control policies that are better than fixed, theo-
retically optimal policies with regard to a combined physical inventory and distri-
bution system in a non-stationary demand environment. The study analysed the 
control policies embodied by the trained neural networks and fixed policies (found 
by either linear programming or genetic algorithms) in a high-penalty cost envi-
ronment with time-varying demand. 

Scholz-Reiter et al. (2004) presented an adaptive control (AC) concept for pro-
duction networks. This study also employed an agent-based method concerning 
the adaptive coordination of customer orders along the SC to handle flexibly dis-
turbances in relation to the reallocation of alternative suppliers to ensure a timely 
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and accurate fulfilment of customer orders. Kim et al. (2005) proposed centralized 
and decentralized adaptive inventory-control models for a SC consisting of one 
supplier and multiple retailers. The objective of the two models is to satisfy a tar-
get service level predefined for each retailer using a reinforcement learning tech-
nique called the action-value method, in which the control parameters are de-
signed to change adaptively as customer-demand patterns change. 

Jang (2006) developed a new control architecture originating from modern po-
litical systems that are designed to mediate conflicts among people and to accom-
modate a nation’s global benefits. Similarly, the proposed model should also re-
solve conflicts among controllers and maximize the shop floor’s overall benefits. 
Pandey et al. (2007) distributed a feedback control algorithm, called the adaptive 
logistics controller (ALC), which simultaneously decides the order quantities for 
each stage of the SC subject to minimizing the total WIP (work-in-progress) in the 
entire SC for a given demand. Cai et al. (2008) presented a fuzzy adaptive model 
with an adaptive proportional–integral–derivative (PID) controller. A further dis-
cussion on control theory application to the SCM domain will be provided in 
Chap. 9. 

In this book we will consider A-SCM as a new research direction that requires 
comprehensiveness with regard to interrelations and consistency of conceptual 
business models, engineering frameworks, mathematical models and IT. We pro-
pose to name this particular concept as an A-SCM (and not as, e.g., a flexible or 
agile SCM). Namely, the adaptation is the most comprehensive category defined 
in systems and control science that covers the system’s ability to change its behav-
iour regarding changes in the execution environment and with regard to the sys-
tem’s goals. Even the ability to change is the most important driver of competi-
tiveness in modern and feature markets.  

Moreover, in particular, the adaptation is the category that corresponds to the 
modern stage of state of the art in management and information systems. Theo-
retical discussions on self-configuring and self-learning SCs cannot be properly 
perceived and implemented in practice with existing management systems and be-
cause of the lack of standard “mass” software solutions. However, in future, adap-
tive SCs should evolve into self-organizing and self-learning SCs. The difference 
between adaptive and self-organizing SCs is that in the adaptation approach the 
system’s shape and goals are fixed while in self-organization both the system and 
its goals evolve. The system’s borders become fuzzy, the system can broaden by 
“acquiring” a space from the environment, or the system can narrow in the reverse 
way. 

As a new research direction, A-SCM requires comprehensiveness with regard to 
the interrelations and consistency of conceptual business models, engineering 
frameworks, mathematical models and IT. Recent research shows a gap regarding 
the engineering frameworks and mathematical models. Gaining advancements in 
this direction is a critical and timely issue because of the critical role of this level 
with regard to the practical applicability of business concepts and the development 
of IT that would be adequate for the business concepts. 

In the further course of this chapter, we will consider the vision of the concep-
tual framework of A-SCM. In the subsequent chapters, the engineering and 
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mathematical frameworks will be presented. These frameworks extend the narrow 
understanding of adaptive SCs as mobile IT or agent systems to a comprehensive 
new research direction that is composed of conceptual business research as well as 
model-based and IT-based advanced decision-making techniques in SCM. 

2.2.2 Basic Terms and Definitions 

In this section, the conceptual basics of the A-SCM approach are considered. We 
start with the main definitions, and then we consider the A-SCM framework. 
Based on the frameworks of the control and systems theory, let us introduce some 
basic definitions. 
 

Definitions 
The SC adaptability is the ability of a SC to change its behaviour for the preven-
tion, improvement or acquisition of new characteristics for the achievement of SC 
goals in environmental conditions that vary in time and the aprioristic information 
about which dynamics is incomplete.  

Adaptive management is a management method of a SC with varying unknown 
environmental characteristics, in which for the final time defined (satisfactory, 
wished for, or optimum) goals of SCM are reached by means of a change of the 
SC parameters, processes, and structures or characteristics of control influences on 
the feedback loop driven basis. 

Adaptive planning is a method of planning in which the plan of a SC is modi-
fied periodically by a change of parameters of the SC or characteristics of control 
influences on the basis of information feedback about a current condition of the 
SC, the past and the updated forecasts of the future. 

An adaptive SC is a networked organization wherein a number of various en-
terprises: 

• collaborate (cooperate and coordinate) along the entire value-adding chain and 
product life cycle to acquire raw materials, convert these raw materials into 
specified final products, deliver these final products to retailers, design new 
products, and ensure post-production services; 

• apply all modern concepts and technologies to make SCs stable, effective, re-
sponsive, flexible, robust, sustainable, cost-efficient and competitive in order to 
increase SC stability, customer satisfaction and decrease costs, resulting in in-
creasing SC profitability. 

A-SCM studies the resources of enterprises and human decisions with regard to 
stability, adaptability and profitability of cross-enterprise collaboration processes 
to transform and use these resources in the most rational way along the entire 
value-adding chain and product life cycle, from customers up to raw material sup-
pliers, based on cooperation, coordination, agility and sustainability throughout. 
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2.2.3 A-SCM Framework 

As discussed in Sect. 2.1, various strategies of integrated production and logistics 
in industrial organizations – from SCM, VE, agile/responsive SCs up to sustain-
able SCs – have been developed over the last two decades. Although the strategies 
appear to differ in targets, presumptions, application areas, enabling technologies, 
and research methodologies, each compliments the others, endeavouring to im-
prove competitiveness. Considering the significance of all the strategies for or-
ganizations, the developed approach integrates the elements of these strategies to 
develop a framework of A-SCM (see Fig. 2.2). 
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Fig. 2.2 Framework of A-SCM 

In the A-SCM framework, we do not set off different value chain strategies with 
each other, but consider them as an integrated framework. The encapsulation of 
the advantages of SCM, agility, and sustainability enables A-SCM. 

SCM serves as a basis for integration (organizational: suppliers and customers; 
functional: collaborative business processes; managerial: strategic, tactical, and 
operative decision-making levels), cooperation, and coordination. The strategies 
of agility enrich SCM by means of a general information space with the help of 
Web services and higher flexibility/responsiveness through concentration on core 
competencies and building virtual alliances/environments. Sustainable SCM inte-
grates the consideration of the product development, utilization, product end-of-
life, and recovery processes. On the other hand, sustainable SCM brings into con-
sideration policy and society issues, which may affect the SCs and which may be 
affected by SCs.  
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2.2.4 A-SCM Drivers and Organization 

Fig. 2.3 depicts the A-SCM strategy as drawn from elements of SCM, agility, and 
sustainability.  

Fig. 2.3 The A-SCM drivers 

In A-SCM, all three value chain drivers – products and their life cycles, custom-
ers and their orders, and suppliers/outsourcers – are enhanced by combining the 
elements from SCM, agility and sustainability. Moreover, these drivers are inter-
linked within a unified information space. 

A-SCM unites an SC owner (an original equipment manufacturer (OEM) or a 
logistics service provider), customers and suppliers. The organizational structure 
consists of a real SC environment and a virtual alliance/partnership environment 
(see Fig. 2.4). 

In the real SC environment, the SC owner collaborates with its customers and 
suppliers in regard to the existing products and product lines in all the stages of 
the product life cycle. The virtual alliance/partnership environment is an adapta-
tion structural–functional reserve of the real SC environment. In the case of mar-
ket changes, new products, or an impact of operational inefficiencies due to a va-
riety of disruptive factors (machine failures, human decision errors, information 
systems failure, cash-flow disruption or simply catastrophic events), these struc-
tural–functional reserves are activated to adapt the SC. Second, in the virtual alli-
ance/partnership environment, new products are designed (with the integration of 
potential customers and suppliers).  
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Fig. 2.4 The A-SCM organization 

In traditional SCs, decisions about a customer’s order acceptance or rejection 
are made on a stable long-term predetermined supplier structure. In A-SCM, it is 
possible to build new order-oriented structures, taking into account technological 
product individualization, demand volume fluctuations, or operative disruptions in 
SCs (see Fig. 2.5). 
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Fig. 2.5 Case description of adaptive SC organization 

Figure 2.6 depicts a case example from special machinery building. Similar 
cases can be found in textile and or electronics industries. SCs are formed dy-
namically based on the offer parameters of the enterprises, customers’ require-



30      2 Conceptual Frameworks for Supply Chain Management 

ments and so-called soft factors (e.g., reputation, trust, etc.). Remarkable is the ex-
istence of alternative suppliers for various project operations, which differ from 
each other by operations parameters. The problem consists of an evaluation of al-
ternative SCs to select the best one for the following scenario: 

• new products (customer individualized products or new product lines); 
• technological disruptions (machines, IT); 
• collaboration problems (errors or IT failure); and 
• demand fluctuations. 

The special feature of this concept lies in a customer-oriented networking of 
core competences and flexible configurable SCs conditioned by an enlargement of 
alternatives to search for suitable partners for a cooperation enabled by ERP and 
APS systems and Internet technologies (EDI and business-to-business). 

Finally, let us consider the goal tree of A-SCM (see Fig. 2.6). 
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Fig. 2.6 Goal tree of the A-SCM 

 
Figure 2.6 depicts the goal tree of A-SCM. The goal tree shows the drivers of 

A-SCM: integration, coordination, agility and sustainability. By reflecting these 
drivers, SCs can be made flexible, responsive, cost-effective, stable and quality-
effective to achieve maximum profitability, which ensures long-term competitive-
ness, sustainability and survival. 



References      31 

2.2.5 Application Issues 

The main aspects on which a particular emphasis should be set by practical im-
plementation of the proposed framework are the following: 

• identifying core competencies, making them describable and analysable; 
• establishing trust and long-term collaboration in partnerships; 
• elaborating product and process documentation throughout, especially for 

products and their life cycle (i.e., on the basis of CALS – continuous acquisi-
tion and life cycle support – standards); 

• unifying product data within an electronic catalogue connected to an ERP sys-
tem; 

• integrating into the ERP/APS landscape SC event management systems; 
• keeping the information architecture as simple as possible in relation to linking 

different information systems as well as operating by users; and 
• thinking about the duality of IT’s impact: on one hand, IT is an infrastructure to 

enable efficient coordination in SCs; on the other, IT enables new organiza-
tional methods. 

Finally, let us discuss the limitations of the proposed framework. Generally, the 
proposed approach can be implemented in all branches. However, some particular 
aspects of the approach show limitations regarding the branch independence, i.e., 
with regard to the flexible suppliers’ structuring, the approach can be applied es-
pecially to the cases where there is the possibility to attach alternative suppliers 
quickly to a number of operations in the value-adding process. The proposed con-
cept can be applied in two main cases: (1) for unique products or (2) for products 
without strict technical quality policy).  

Another very important point is the trust and collaboration in the network. Be-
fore automation, a huge amount of organizational work should be carried out to 
convince the OEMs and suppliers to collaborate within a common informational 
space, share the data, actualize the data and ensure financial trust. While automat-
ing, it is important to elaborate and to maintain throughout product and process 
technological documentation and classification. Last, but not least, the firms them-
selves should perceive the necessity for such collaboration.  
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Chapter 3 
Decision-making Support for Supply Chain 
Management 

Science may set limits to knowledge,  
but should not set limits to imagination. 

Bertrand Russell 

3.1 Model-based Decision-making Support 

3.1.1 Models: Basic Terms and Classifications 

The concept of a model is widely applicable in natural human languages and is a 
general scientific term. It is characterized by polysemy, that is, widely expressed 
and reflecting different meanings of this concept depending on the applications 
and contexts. At present, there are several hundred definitions of the concept of a 
model and modelling. In summoning up different definitions, the following views 
of models and modelling can be presented.  

A model is: 

• a system whose investigation is a tool for obtaining information about another 
system;  

• a method of knowledge existence; and 
• a multiple system map of the original object that, together with absolutely true 

content, contains conditionally true and false content, which reveals itself in the 
process of its creation and practical use. 

Modelling is one of the stages of cognitive activity of a subject, involving the 
development (choice) of a model, conducting investigations with its help, obtain-
ing and analysing the results, the production of recommendations on the further 
activity of the subject and the estimation of the quality of the model itself as ap-
plied to the solved problem and taking into account specific conditions. 

Because of the finiteness of the designed (applied) model (a limited number of 
elements and relations that describe objects belonging to infinitely diverse reality) 
and the limited resources (temporal, financial and material) supplied for model-
ling, the model always reflects the original object in a simplified and approximate 
way. However, the human experience testifies that these specific features of a 
model are admissible and do not oppose the solution of problems that are faced by 
subjects. 
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In the course of modelling, it is advisable to distinguish the following basic 
elements and relations: first, a subject or subjects, an original object, the model 
object and an environment in which the modelling is performed; and, second, bi-
nary relations between the listed elements. Subjects of modelling mean the follow-
ing classes of social subjects: decision makers, persons who substantiate the deci-
sions, experts, persons who use the models and persons who design the models.  

It is worth noting that one of the main specific features of original objects (real 
or abstract) is their exceptional complexity, which reveals itself in the form of 
structural complexity, complexity of functioning, complexity of the choice of be-
haviour and complexity of development. As shown by Sokolov and Yusupov 
(2004), to describe such objects we should use several models rather than a unique 
model. In other words, we should perform system modelling (a polymodel de-
scription of the application domain). 

Another specific feature of the tools of abstract modelling consists of consider-
able intensification of works in the automation of this process and, first of all, the 
phase connected with the design of a computer model. Moreover, within the 
framework of new IT based on the concepts of knowledge bases, the concept of a 
“model” has considerably extended the limits of its application – from the field of 
passive informational resources to the field of active ones. Under these conditions, 
algorithms that are elements of procedural knowledge turn into operating envi-
ronments that provide the solution to problems with a subject in the language of 
models. 

The main properties of good models are the following: 

• Adequacy (from Latin adaequatus, which means equated, completely suitable, 
or comparable). The model should possess the specified property relative to 
certain aspects of the original object. 

• Simplicity and optimality of the model. The property of adequacy is directly as-
sociated with the properties of simplicity and optimality. Indeed, sometimes, to 
achieve the required degree of adequacy, we should essentially complicate the 
model. On the other hand, if we can choose different models that have ap-
proximately the same adequacy, it is advisable to use the simplest model. 

• The flexibility (adaptability) of models assumes that parameters and structures 
that can vary in given ranges are introduced into the composition of models in 
order to achieve the goals of modelling. 

• Universality and task orientation of models. It is advisable to design models 
specialized relative to an admissible class of modelled objects and universal 
with respect to a list of supported functions. 

Among other properties of models, we should distinguish reliability, unifica-
tion, openness and accessibility, intelligence, the efficiency of computer imple-
mentation, complexity, identifiably, stability, sensibility, observability of models, 
their invariance, self-organization and self-learning. On the whole, each variant of 
implementation of the system modelling techniques is characterized by its own 
time consumption, the expenditure of resources and the final results). 

Finally, let us provide a general classification of different kinds of models. 
There are different options for classifying models. The first and the most common 
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option is to use the morphologic analysis and to distinguish two or three possible 
states for each feature. An example of such a classification is shown in Table 3.1. 

Table 3.1. Morphological model classification (from Sokolov and Yusupov 2004) 

Kinds of mathematical 
models Classification feature 

I II III 

Axiomatic Empirical Semi-empirical 

Hypothesis deductive 

(phenomenon logic) 
Deductive–
asymptotic  

Inductive Scientific basis and building 
logic 

Deductive Inductive 
Deductive–
inductive 

Exactness Analytical Simulation 
Analytical–
simulation 

Data and scope Qualitative Quantitative  Hybrid 

Main model’s function Descriptive Predictive Hybrid 

Alternativity of model Satisfaction Optimization Non-alternative 

Self-learning and self-
organization 

Self-learning Self-organizing 
Strictly predetermi-
ned 

Static Kinematic Dynamic 
Time 

Continuous Discrete Hybrid 

Certainty Deterministic Stochastic Uncertainty 

 
Another approach to model classification is the determination of interconnec-

tions and mutual associations between different types and kinds of information fu-
sion models, the detection of models’ generalized specifics, and the structuring of 
the investigated objects’ space as well (Kalinin and Reznikov 1987). In this ap-
proach, the elements and interrelations between them build a new original object – 
a developing situation. This developing situation becomes the modelling subject. 
An important feature of this taxonomy is that the elements in the particular model 
classes are not strictly predefined. Hence, depending on the developing situations, 
new classes may be formed. Figures 3.1 and 3.2 show different variants of classi-
fication of developing-situation models. 

With regard to SC models, different frameworks have been constituted so far. 
Beamon (1998) distinguished between deterministic analytical models, stochastic 
analytical models, economic models and simulation models. A very similar classi-
fication with a more detailed division between types of analytical models was pro-
posed by Dong (2001). Riddalls and Bennett (2002) and Disney et al. (2006) con-
sidered the applications of continuous differential equation-based models in 
modelling SC dynamics. Min and Zhou (2002) dealt with hybrid and IT-driven 
models. Kim and Rogers (2005) extended the importance of IT-driven models by 
adding a category of business process engineering models. 
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Fig. 3.1 Classification of models for developing-situation analysis 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

Fig. 3.2 Classification of models for the evaluation of states in developing situations 

Types of mathematical structures fuzzy
non-fuzzy

graph, matrix, and network models 
dynamic models (differential and 
recurrent) 

combined (hybrid)

analytical 

Petri net
aggregate

combined (hybrid)

simulation 

analytical-and-simulation 

mathematical 

linguistic
logical-and-stochastic 

logical
logical-and-linguistic 
logical-and-algebraic 

combined combined

Classes of models 

Criterion functions scalar 
vectorial 

Self-organizing abilities definite 
teachable 
self-organizing 

system-dynamics models 
models of queuing networks 

Considering of uncertainty factors deterministic models 
nondeterministic models (with uncertainty) 

combined (hybrid) 

Self-organizing abilities 

Types of mathematical structures fuzzy
non-fuzzy

disaggregated
dynamic systems (differential and 
recurrent) 

combined (hybrid)

analytical

Petri nets
aggregate

combined (hybrid)

simulation 

analytical-and-simulation 

mathematical

linguistic

logical-and-linguistic
logical-and-algebraic

combined

Classes of models 

Criterion functions scalar 
vectorial

definite 
teachable
self-organizing

automaton
graph, matrix, and network models

Considering of uncertainty factors deterministic models

nondeterministic models (with uncertainty) 
combined 

aggregated

Criteria Bayes
maximal likelihood

maximal likelihood
minimal risk

minimax (maximin)
interval
other
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Chandra and Grabis (2008) demonstrated the use of modern IT techniques and 
methods for the integration of SC decision-making models. In their early work 
(Chandra et al. 2007), they classified SC models into information models, analyti-
cal models, simulation models and hybrid models (in the wide interpretation, not 
necessarily confined to a combination of optimization and simulation models). 
Gunasekaran and Ngai (2009) classified the models for BTO SC models based on 
the nature of the decision-making areas and sub-classified to focus on solving 
problems with modelling and analysis. According to Tolujev (2008), the most 
widespread modelling approaches in practice can be divided into the graphical 
(qualitative) and mathematical (quantitative) approaches. In the graphical (qualita-
tive) model class are included topological models and business process informa-
tion models. Mathematical (quantitative) models are statistical descriptive models, 
static optimization models and dynamic simulation models.   

3.1.2 Mathematical Models 

In the class of mathematical models, a number of decision-making support re-
search paradigms and solution methods can be distinguished. The main research 
paradigms are OR, control theory and agent-based approaches. The main solution 
techniques are optimization, simulation, statistics, heuristics, and hybrid models 
(Beamon 1998, Swaminathan et al. 1998, Tayur et al. 1999, Fox et al. 2000, Shen 
et al. 2001, de Kok and Graves 2004, Simchi-Levi et al. 2004, Koechel and Nie-
landaer 2005, Surana et al. 2005, Chopra and Meindl 2007, Chandra et al. 2007, 
Sarimveis et al. 2008). 

OR on the SCM can be divided into three primary approaches to conducting SC 
modelling. These are optimization, simulation and heuristics. Hybrid models (e.g., 
optimization-based simulation models) also exist. Optimization is an analysis me-
thod that determines the best possible method of designing a particular SC. Opti-
mization has been a very visible and influential topic in the field of OR. (Tayur et 
al. 1999, de Kok and Graves 2004, Simchi-Levi et al. 2004). The drawback of us-
ing optimization is difficulty in developing a model that is sufficient detailed and 
accurate in representing complexity and uncertainty of SCM, while keeping the 
model simple enough to be solved (Harrison 2005). 

Simulation is imitating the behaviour of one system with another. By making 
changes to the simulated SC, one expects to gain understanding of the dynamics of 
the physical SC. Simulation is an ideal tool for further analysing the performance 
of a proposed design derived from an optimization model. Simulation models can 
be classified in macroscopic (system dynamics models), microscopis (discrete-
event models) and mesoscopic models. The philosophy behind the mesoscopic 
approach can be described by the phrase “discrete time/continuous quantity” 
(Schenk et al. 2009).  

Heuristics are intelligent rules that often lead to good, but not necessarily the 
best, solutions. Heuristic approaches typically are easier to implement and require 
fewer data. However, the quality of the solution is usually unknown. Unless there 



40      3 Decision-making Support for Supply Chain Management  

is a reason not to use the optimization, heuristics is an inferior approach. Heuris-
tics do not guarantee the optimal solution but allow a permissible result to be 
found within an acceptable period of time. The quality of this solution with regard 
to the potential optimum, however, remains unknown. Second, the multiple-
criteria problems are still a “bottleneck” of the heuristics. An option to estimate 
the quality of heuristic algorithms and the directions and scope of their develop-
ment may be the usage of optimization as a tool to gain “ideal” solutions to prob-
lems. 

The most popular mathematical modelling approaches to SCM in OR are static 
optimization models (usually formulated as the mixed-integer linear programming 
– MILP), dynamic programming and dynamic simulation models. With regard to 
the problems of high dimensionality, heuristics are usually applied. 

To take into account both the problem dynamics and high-dimensionality, con-
trol theory can be used (Disney and Towill 2002, Braun et al. 2003, Anderson et 
al. 2006, Disney et al. 2006, Lalwani et al. 2006, Ivanov et al. 2007, van Houtum 
et al. 2007, Wang et al. 2007, Ivanov 2009). Control theory is a multi-disciplinary 
scientific discipline that contains powerful conceptual and constructive tools to 
conduct research into the dynamic problems of the flexible (re)distribution of a 
variable set of jobs to a variable set of resources (Kalinin and Reznikov 1987, Ste-
fani et al. 2002, Sarimveis et al. 2008). Besides, CAS (Surana et al. 2005) and 
system dynamics (Sterman 2000) can also be applied to SC dynamics modelling at 
different precision, space, and time levels. The detailed analysis of mathematical 
modelling will be undertaken in Chap. 8. 

3.1.3 Information Models 

Information models describe the problems from an information processing per-
spective (Fiala 2005, Chandra and Grabis 2008, Chatfield et al. 2009). Informa-
tion modelling can be referred to as descriptive modelling and serves as an inter-
face for information systems development. Information modelling of SCs is 
subject to business process reengineering models, IT-driven models and the use of 
modern IT techniques and methods for the integration of SC decision-making 
models.  

A process is a content and logic sequence of functions that are needed to create 
an object in a specified state. Processes have input and output parameters. Proc-
esses do not exist autonomously but are tightly interrelated with other parallel, fol-
lowing, past, underordinated and superordinated processes.  

Processes can be optimized subject to finding their best state with regard to 
costs, quality, service level, reliability, flexibility and assets. The analysis of proc-
ess results may be characterized by effectiveness (the achievement of process 
goals) and efficiency (performing the process with minimum costs). Processes that 
are both effective and efficient are named optimal. Optimal processes are charac-
terized by effectiveness, efficiency, controllability, stability, flexibility, analysabil-
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ity, observability, reliability, documentability and permanent improvement capa-
bilities (Becker 2008). 

In SCs, processes may be optimized subject to different indicators and applica-
tion areas. These are:  

• SC design and configuration (i.e., new market acquisition, too long time-to-
market, too complex SC configurations, weak consistency within SC configura-
tions); 

• SC planning (weak flow capacities, too long a supply cycle, excessive replen-
ishment); 

• SC operations (false priorities of customers’ orders, imbalance of capacities 
and order volumes, too frequent disruptions and high costs for their recovery);  

• SC performance evaluation (performance of different departments such as lo-
gistics, transport and production is evaluated local for each department without 
any general links from the SCM perspectives); and 

• SC execution (different levels of managers’ qualifications, false or incomplete 
process documentation, weak consistency in process performance evaluation). 

At each of these levels, more detailed optimization reserves exist. These can be 
the usage of Kanban, direct supply to assembly lines, technological converting op-
timization, Six Sigma, etc. For SC process cost estimation, a number of methods, 
such as TCO – total cost of ownership, SC total costs, and material flow costs, ex-
ist. 

In the literature, the increase in sales and reduction in costs in the value-adding 
chain due to SC management amount to 15–30%. Partial effects, such as inventory 
reductions, an increase in service level, SC reliability, and flexibility, a reduction 
in transaction costs, etc., amount to 10–60%.  

As SCs rarely emerge as a “green-field” concept (Harrison 2005), the primary 
focus is usually directed to rationalizing the existing structures and processes from 
the SC management perspective. The key questions here are the business process 
identification, analysis and improvement.  

For business process modelling, a number of techniques and tools can be used 
(Kamath et al. 2003). The most popular of these are SCOR (SC Operations Refer-
ence), ARIS (Architecture of Information Systems), UML (Unified Modelling 
Language) and IDEF (Integration Definition for Function Modelling). These ap-
proaches can also be used to model the workflow of decision–making processes. 
The process modelling serves for (1) describing processes and structures in SCs 
and (2) for clear illustrating those entities. For these purposes, different solutions 
have been developed, e.g., activity diagrams in UML, event-process chains (EPC) 
in ARIS, etc. Among these techniques, SCOR possesses a special place.  

SCOR has been widely presented in the literature (Bolstorff and Rosenbaum 
2007). Without repeating these materials, let us analyse the SCOR advantages and 
shortcomings. The main value of SCOR from the business process modelling 
point of view is the standardized business process models that are interlinked at 
three levels. Besides, a coherent system of performance indicators is correlated 
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with the process models. Finally, the data origins to calculate the performance in-
dicators are explicitly provided. 

To the shortcomings of SCOR belong the orientation of an enterprise (as a rule, 
a focal enterprise) but not of the SC as a whole. The process models are con-
structed as an “ideal” process and do not consider adjustment actions in the case of 
possible disruptions. SCOR mostly considers the transport–manufacturing part of 
the value-adding chain and does not take into account interrelations with other 
product life cycle phases. Finally, the level of SC execution is outside the process 
models. 

With regard to the use of modern IT techniques and methods for the integration 
of SC decision-making models, Lau and Lee (2000) used the distributed objects 
approach to elaborate on an infrastructure of integrated component-based SC in-
formation systems. Kobayashi et al. (2003) conceptually discussed the workflow-
based integration of planning and transaction processing applications, which al-
lows for an effective integrated deployment of heterogeneous systems. Verwi-
jmeren (2004) developed the architecture of component-based SC information 
systems. The author identified the key components and their role throughout the 
supply network. Themistocleous et al. (2004) described the application of enter-
prise application integration technologies to achieve the physical integration of SC 
information systems. However, approaches and technologies for logical integra-
tion at the decision-modelling level, where a common understanding of manage-
rial problems is required, are still insufficiently developed (Delen and Benjamin 
2003). 

 

3.2 Information Systems-based Decision-making Support 

3.2.1 Coordination and Information Technologies 

Coordination in SCM plays a fundamental role in mitigating uncertainty with the 
help of synchronizing information flows from a point-of-sale up to the raw mate-
rial suppliers and material flows in the reverse direction (Holweg and Pil 2008). 
One key problem in nearly all SCs for which the coordination is especially needed 
is the so-called bullwhip effect (Lee et al. 1997).  

To run their business successfully, enterprises should not just coordinate their 
internal activities but also the links to their suppliers and customers. Coordination 
in SCM is based on building in a SC an information and communication environ-
ment to ensure complete, timely, correct, and full information about demand and 
supply along the entire value-adding chain. Coordination is tightly interlinked 
with the integration. Figure 3.3 depicts these ideas. 
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Fig. 3.3 Components of SC coordination and integration 

Insufficient coordination in a SC can be caused by three main problems (Cho-
pra and Meindl 2007): 

• different conflicting goals in different SC parts; 
• information distortion and incompleteness in the SC links; and 
• insufficient degree of automation of SC participants. 

These problems may result in situations when each SC participant aims at 
maximizing only its own profitability or not providing information about capaci-
ties and inventories on commercial grounds. Besides these organizational prob-
lems, technical problems may inhibit coordination in SCs. Nowadays, the data 
transferring volumes are becoming even more complex and dynamic.  

In considering SC coordination, coordination strategies and IT for coordination 
should be distinguished (see Fig. 3.4). The main coordination strategies are as fol-
lows: 

• JIT (Just-In-Time); 
• JIS (Just-In-Sequence); 
• VMI (Vendor-Managed Inventory);  
• Kanban with suppliers’ responsibility; 
• ECR (Efficient Consumer Response);  
• QR (Quick Response); and 
• CPFR (Collaborative Planning, Forecasting, and Replenishment).  

To implement these strategies, IT are needed. These can be either customized 
standard constructs or self-developed constructs (as made by a number of national 
companies). Efficient information handling in a SC is of the most significant im-
portance. The information environment is the backbone of SCs. Information flows 
connect SC participants, SC functions both vertically and horizontally and man-
agement decision levels.   
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Fig. 3.4 SC coordination concepts and IT 

Some examples follow. Master production planning requires information about 
demands. Inventory management policies affect supply cycle time. Operative 
changes in demand affect tactical plans in production, sales and replenishment as 
well as budgeting. Warehouse information is crucial to inventory management 
with regard to collaboration with suppliers and customers.  

3.2.2 Classification of Information Technologies in SCM 

There is a wealth of literature on IT in SCM (i.e. Gunasekaran and Ngai 2004, 
Subramanian and Iyigungor 2006, Chandra and Grabis 2008, Ketikidis et al. 
2008). For example, McLaren and Vuong (2008) reported on the taxonomy that 
describes 83 major functional attributes that form five top-level categories: pri-
mary SC processes, data management, decision support, relationship management 
and performance improvement. The codes representing SC processes agree with 
the widely used SCOR process model. 
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Here, we regard it as sensible to limit the classification to a general classifica-
tion of IT in SCM without describing their particularities in detail. The variety of 
IT can be distinguished in the following four groups. 

Planning at the enterprise level 

• ERP (Enterprise Resource Planing) 
• MES (Manufacturing Execution Systems) 
• WMS (Warehouse Management Systems) 
• Budgeting systems 

Planning and control at the SC level 

• APS (Advanced Planning Systems)  
• SCEM (SC Event Management)  
• SCMo (SC Monitoring) 

Transportation control 

• RFID (Radio Frequency Identification) 
• Trace and Tracking 

Business intelligence  

• OLAP (On Line Analytical Processing)  
• DSS (Decision Support Systems) 
• Data miming 

Communication and data interchange 

• EDI (Electronic Data  Interchange) 
• XML (Extensible Markup Language) 
• Mobile technologies, WAP (Wireless Application Protocol), web browsers 

Electronic payment systems with security services 

• SSL (Secure Sockets Layer) 
• SET (Secure Electronic Transfer) 
• PCI (Peripheral Component Interconnect) 

Finally, it must be said that the IT provide a new level of coordination capabili-
ties in SCs and enable a breakthrough in SC responsiveness and flexibility. IT, on 
one hand, serve as an environment to support SC management. On the other hand, 
they are in turn the enabler of much advancement in SC management. Modern IT 
can potentially enable almost any coordination concept. More important problems 
for efficient coordination lie in the organization sphere, collaboration culture and 
trust.  
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3.2.3 Impact of Information Technology on Management 

Currently, computer science and IT are becoming one of the basic factors (cata-
lysts) for the evolution of civilization and scientific and technological progress. In 
line with these general trends, IT influence development of SCM (Rai et al. 2006, 
Sarker et al. 2006, Kahli and Grover 2008). Exactly this reason gave rise to the 
emergence and widespread circulation of such fundamental notions as informati-
zation, the information society and the information economy. In the present sec-
tion, we attempt to draw the attention of specialists to the influence of informatics 
and IT on the progress in management processes of various kinds (Yusupov and 
Sokolov 2009). 

A universal property of the management process, irrespective of the problem 
domain, is that it has a notably informational nature, i.e. is connected, first of all, 
with the collection, processing, analysis and usage of data, information, and 
knowledge. Currently, general topics related to the collection, processing, repre-
sentation, transmission and protection of information are studied in informatics. 
The results of these investigations are realized as IT. This term means a family of 
methods for realizing informational processes in various fields of human activity 
aimed at the creating an informational product, including those in management 
systems. It is obvious that the effectiveness and efficiency of management de-
pends on the progress in informatics and IT.  

The creation and wide practical realization of the theory and technologies of in-
tellectual control are a striking example of the influence of computer science and 
IT on management theory and systems. These technologies greatly expand the 
possibilities of previously developed methods and self-tuning algorithms, adapta-
tion and self-organization with application to the solution of complex problems of 
automatic and automated control under the conditions of substantial structural and 
parametric uncertainty of the management object and environment models. 

Today, the influence of computer science and IT on the progress in manage-
ment theory and systems is of a global nature. Specialists note that, recently, the 
second stage of convergence between general control theory (cybernetics) and 
computer science has taken place; we are observing revolutionary progress in 
management and control systems caused by the influence of IT. In these settings, 
the problem under discussion deals with the formation of a new interdisciplinary 
direction towards cybernetics, telecommunication theory, and general systems 
theory. This direction can be called neocybernetics. 
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3.3 Integrated Frameworks of Decision-making Support 

3.3.1 Information View of Integrated Modelling Frameworks  

Recent studies have provided significant advancement in integrating information 
models and decision-making support (Chandra et al. 2007, Chandra and Grabis 
2008, Chatfield et al. 2009). Shapiro (2000, 2001) emphasized the requirement for 
tight integration between decision making and the IT support tool. The compo-
nents of the proposed framework include the database management system (cen-
tral component), corporate database, SC decision database, model generator with 
an advanced optimizer and analytical tools. Chandra and Grabis (2008) propose 
the architecture of the SC configuration DSS. Their basic components are as fol-
lows: an SCM information system, data warehouse, information modelling sys-
tem, knowledge base and decision-modelling database, groupware, decision mod-
elling system and decision modelling components (optimizer, simulator, and 
statistical data analysis). This framework is presented in Fig. 3.5. 

Supply chain management information system

Data 
sources

Data 
warehouse

Forecasting

Information modelling
system

Knowledge base and 
decision-modelling 

database

Groupware

Decision modelling system

Optimizer

Statistical 
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Other 
modelling 
packages

Decision modeling components

 

Fig. 3.5 Architecture of the SC configuration DSS (from Chandra and Grabis 2007) 

Dolk (2000) reported on structuring SC decision making around data warehous-
ing using OLAP tools. Dotoli et al. (2003) proposed a SC configuration frame-
work that includes data analysis, network design and solution evaluation modules. 
With regard to dynamical aspects and SC reconfiguration, Piramuthu (2005) pro-
posed a knowledge-based approach and using various intelligent decision-making 
algorithms. Kim and Rogers (2005) considered a SC’s process from four views – 
function, structure, process, and behaviour – using UML syntax. Chandra and 
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Grabis (2008) reported on an overall approach to using IT at various stages of 
model development. Data and process modelling techniques are used to develop a 
semi-formalized representation of integrated models. These models support the in-
tegration of decision-making components with other parts of the SC information 
system.  

Smirnov et al. (2006) proposed an agent-based technological framework for dy-
namic SC configuration applying different techniques of computational intelli-
gence: (1) the theory of games with fuzzy coalitions, (2) genetic algorithms, and 
(3) constraint satisfaction problem solving. Ontology formalized as object-
oriented constraint networks is used for task description and breakdown.  

Another research stream is exploring various ways to utilize XML-based stan-
dard document types to assist simulation modelling and execution. Bradley (2003) 
reviewed some of the recent XML initiatives related to OR. Kim (2001) described 
an open architecture for the definition, storage and exchange of decision models 
and developed the Object-Oriented Structured Modelling Language (OOSML). 
Chatfield et al. (2009) developed an open information standard to assist SC mod-
elling, analysis and decision support. The SC Modelling Language (SCML) is a 
platform- and methodology-independent XML-based mark-up language for stor-
ing SC structural and managerial information.  

With regard to Web services, Smirnov et al. (2009) presented a system that is 
intended to operate in smart environments and has a service-oriented architecture. 
Some of the Web services making up the architecture are intended to model the 
logistics-related tasks. Others model resource functionalities or bear supporting 
functions. These Web services are aligned against the supply network ontology 
(application ontology). This alignment ensures semantic interoperability of the 
heterogeneous resources. 

In Chandra et al. (2007), a SC problem taxonomy is proposed as the theoretical 
basis for designing the information required for problem solving. The problem 
taxonomy provides the overall framework under which problem-oriented informa-
tion system components can be designed and implemented. The SC problem tax-
onomy comprises (1) a classification of SC problems, (2) a classification of prob-
lem-solving methodologies for SC management and (3) a hierarchical 
classification of variables or factors necessary for dealing with the problems. A 
reference model is proposed for representing these components formally.  

3.3.2 Mathematical View of Integrated Modelling Frameworks  

In the mathematical modelling of SCs, a number of particular features in the SCM 
domain should be taken into account. The processes of SC execution are non-
stationary and non-linear. It is difficult to formalize various aspects of SC func-
tioning. Besides, the SC models have high dimensionality. There are no strict cri-
teria of decision making for SCM and no a priori information about many SC pa-
rameters. 
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The SC execution is always accompanied by perturbation impacts. The pertur-
bation impacts initiate the SC structure dynamics and predetermine a sequence of 
control inputs compensating for the perturbation. Unlike the automatic systems, 
adjustment control decisions in SCs are taken by managers and not by automats. 
This results in individual interests, risk perceptions, and time delays (from minutes 
up to months) between disruption identification and taking adjustment measures. 
Hence, SC modelling problems are more complex than they appear in some stud-
ies. Most SC modelling issues are multi-disciplinary and cross-linked. 

In the class of mathematical models, a number of decision-making support re-
search paradigms and solution methods can be distinguished. The main research 
paradigms are OR, control theory, and agent-based approaches. The main solution 
techniques are optimization, simulation, statistics, heuristics and hybrid models.  

The works on integrating optimization and simulation models (Koechel and 
Nielaender 2005) can be considered as the first step to the integrated mathematical 
modelling framework. Recent research (Ivanov 2009) has extended these contribu-
tions and emphasizes that various modelling approaches are not to be set off with 
each other, but should be considered as a united modelling framework. For exam-
ple, multi-agent ideology is considered as a basis for the modelling of active ele-
ments. Control theory serves as a theoretical background to dynamic systems 
analysis and synthesis. OR provides fundamentals for optimization and analytical 
models. The theoretical fundamentals of such models’ combinations were pro-
posed by Sokolov and Yusupov (2004) within the concept of model qualimetry. 
These aspects will be considered in detail in Chap. 9. 

3.3.3 Main Requirements for Integrated Decision-Support Systems 

The leading role in decision-making assurance in SCM belongs to the integrated 
decision-support systems (IDSS) and to their core, special software and mathe-
matical tools for decision support. The requirements for IDSS could be divided 
into two groups:  

• general requirements for IDSS that define its suitability for various existing and 
perspective problems in the area of SC design, planning, operation, and evolu-
tion; and  

• detailed requirements for particular IDSS elements and subsystems; these re-
quirements are mostly concerned with the processes of SC elements’ design 
and use. 

IDSS general requirements could be set as follows. 

The validity of IDSS-assisted decisions at various SC life cycle phases 
The decision validity can be improved, first of all, on the basis of more precise 
and operative methods and algorithms for optimal choice and information process-
ing. It is supposed that the algorithms can manage the amount of information, be-
ing operated by appropriate control bodies without mathematical models. In the 
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second place, the decision validity can also be raised by means of a wider applica-
tion of various mathematical models for the estimation of multiple quantitative 
decision alternatives. 

Harmonious interaction between a decision maker and the computing envi-
ronment (intellectual user interface creation)  
The experience of various IDSS operations demonstrates that formal models (first 
of all, mathematical models) could not take into account the whole variety of the 
real SC dynamics. Therefore, the interconnection of IDSS formal procedures of 
analysis, choice and the decision maker’s creative ability becomes particularly 
significant. 

IDSS openness and its ability to adapt, self-organize and evolve  
The analysis of processes of SC design, planning, operation and evolution con-
firms that the “external environment” the SC is interacting with, as well as the SC 
itself, permanently changes. The changes produce variations in the structures and 
parameters of all the interacting objects. In these settings, the models, methods 
and algorithms developed at different phases with various purposes and embodied 
in special software and mathematical tools for decision support are able to produce 
only an approximate reflection of the necessary characteristics of SCs. It is rather 
difficult to create universal models and algorithms for the implementation of all 
the main functions in space and time within the problem domain under considera-
tion. Therefore, substantively, in practice, the most suitable type of model and ap-
propriate algorithm (from IDSS) for management problem solving should be cho-
sen or constructed in accordance with its properties and actual situation.  

SCs and their IDSS will be able to produce effective planning and regulative 
inputs under the influence of a non-stationary external environment as soon as 
they obtain special mechanisms (procedures) of adaptation and, in perspective, 
self-organization. The procedures will enable the directed modification of model 
parameters as well as the alteration of IDSS models and algorithms as a whole 
subject to feature possible control inputs. Finally, this will adjust to the future evo-
lution of the control objects and the external environment too.  

The choice or construction of an IDSS particular model or algorithm should be 
regarded as a function of a special IDSS subsystem (adapter). The adapter fulfils 
parametric and structural adaptation (and self-organization, in perspective) and ad-
justs the characteristics of SCs and their models in accordance with the actual en-
vironment and so ensures the reduction to a minimum value of the number of 
situations at various phases of the SC life cycle when IDSS is unable to produce 
management recommendations for a decision maker.  

The latter opportunity is particularly significant for SC reconfiguration in the 
case of disruptions in information, material, and financial flows or in the SC as a 
whole. The adaptation should include the adaptation to the “past” and to the “fu-
ture”. To implement the types of adaptation mentioned, IDSS should be equipped 
with procedures that are able to accumulate and keep the unique experience of 
control bodies, to discover objective laws of control processes, to fix the experi-
ence and laws in a formalized form: as the SC states’ information-processing algo-
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rithms, as control law parameters, or in the form of records in a database or a 
knowledge base. 

Timeliness of control inputs 
This requirement is especially related to the stage of SC execution. The signifi-
cance of these requirements may be explained as follows. The execution of pro-
grammes, realizing IDSS methods and algorithms, is always concerned with time 
consumption and computational burdens that are necessary for information-
processing completeness and quality of decision validity. When information proc-
essing and input generation ends later than established in accordance with SC real-
time functioning specificity, it becomes necessary to fulfil reengineering of the 
appropriate IDSS models, methods and algorithms to increase the productivity and 
economic characteristics of SCs. 

A necessary degree of SC model adequacy 
This requirement is obligatory for all cases of model construction and simulation 
system (SS) creation within IDSS. Hence, it is obvious that not the complete ade-
quacy, but adequacy in a certain sense (the required degree of adequacy) can be 
established in practice. A single model of a SC as a complex system can reflect 
only some aspects of the original, and so the notion of adequacy “in general” does 
not exist for it; only the adequacy of the aspect reflection can be considered. The 
model adequacy degree estimation should be evaluated in accordance with the 
possible extent of goal achievement in a specific model-based problem investiga-
tion. 

The main detailed requirements for particular IDSS elements and subsystems 
are as follows. 

Simplicity and optimality of particular IDSS models and system of models 
This requirement is directly bound up with the requirement of the necessary de-
gree of model adequacy. Really, one should essentially complicate a model or 
even replace it with a system of models to provide the required level of adequacy. 
However, when there is an opportunity for a choice between different classes of 
models, or combinations of these models, providing approximately equal degrees 
of modelling adequacy, the simplest model should evidently be selected. The 
above considerations explain the meaning of the optimality of model construction 
or choice. 

Efficiency of the computer implementation of systems of models 
The accomplishment of this requirement means high efficiency of the computa-
tional process organized subject to specific characteristics of constructed models 
and algorithms (the degree of the relationship of algorithms, the possibility of 
multi-sequencing and overlays in problem solving). 

Other requirements 

• the possibility of modelling with different time scales; 
• universality and problem orientation of IDSS; 
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• unification of IDSS (meaning the use of standard application packages, model-
ling languages, intelligent systems design tools within software environments); 

• the joining of formal and informal procedures for the purposes of modelling; 
• easiness and availability; and 
• reliability of IDSS functioning (the following types of reliability are distin-

guished: algorithmic, programme, information, and computing). 

The fulfilled analysis of the enumerated requirements demonstrates that IDSS 
construction on the basis of models belonging to one class (mathematical, logic-
linguistic, logic-algebraic, etc.) leads to doubtful, sometimes erroneous, results be-
cause of the low degrees of adequacy and openness and because of the absence of 
the necessary programme and information facilities ensuring the adaptability of 
the single-model DSS. 

The concrete composition and the form of interaction of the IDSS sub-systems 
should be determined for each SCM hierarchy level, for each phase and with ref-
erence to each management function in accordance with the functioning specific-
ity of the appropriate SC elements. Besides, when determining the IDSS elements 
and structure, the following relationship between the SCM hierarchy level and the 
characteristics of decision-making procedures should be taken into account. While 
moving from the lowest hierarchy level to the highest one, the importance and the 
costs of decisions (from the point of view of the SCM mission) increase, the re-
quired levels of accuracy and thoroughness of information presentation decrease 
and the duration of decision realization increases.  

The coordination problem of various decision-making automation tools remains 
the central problem of IDSS design. To find the solution to this problem, one of 
the mathematical structures used in most of the models should be selected as the 
basic structure. 

In conclusion, it can be mentioned that every enumerated automation tool 
should answer the defined requirements of adaptation and evolution. For that, 
every tool should have, first, the property of redundancy (functional, structural, 
etc.) and, second, should contain special subsystems (internal and external adapt-
ers) implementing mechanisms (procedures) of adaptation and of the adjustment 
IDSS element. 
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Chapter 4 
Challenges in Research on Modern and Future 
Supply Chains 

Science may set limits to knowledge,  
but should not set limits to imagination. 

Bertrand Russell 

The problems that exist in the world today  
cannot be solved by the level of thinking that created them. 

Albert Einstein 
 

4.1 Potential Supply Chain Performance and Stability 

During the last few years, research on global production and logistics systems has 
usually been concentrated on the creation of executable predictive baseline (opti-
mal) plans, not considering, however, that during execution, a plan may be subject 
to numerous unplanned disruptions. After long-lasting research on SC optimality 
from the service level’s and costs’ points of view, the research community has be-
gun to shift to a paradigm that the performance of SCs is to consider adaptable, 
stable and crisis-resistant processes to compete in a real perturbed execution envi-
ronment (Kleindorfer and Saad 2005, Sheffy 2005, Van de Vonder et al. 2007).  

The real SC performance is based on maintaining the planned execution and a 
quick cost-efficient recovery once disturbed. The profit losses through non-
purposeful (e.g. demand fluctuations) and purposeful (e.g. terrorism or thefts) per-
turbation impacts can amount to up to 30% of the annual turnover. For example, in 
2000, the material damage to the European retail trade amounted to 13.4 billion 
euros, and the material damage to the European manufacturers reached 4.6 billion 
euros (Beck et al. 2003). With regard to empirical data of international insurance, 
companies lose up to 15% of their turnover as a result of threats alone. The dis-
crepancies between demand and supply caused by coordination failures or demand 
fluctuations can influence up to 30% of added value.  

Mulani and Lee (2002) showed that SC managers spend about 40-60% of their 
working time to handle the disruptions. Due to the economic crisis for the last few 
months, these figures have become even worse. That is why the issue of the com-
posite objective of maximizing both the SC stability and the SC economic per-
formance can be considered as a timely and crucial topic in modern SCM. In these 
setting, it becomes necessary to consider the criterion of SC stability as a primary 
SC planning and performance criterion (see Fig. 4.1). 
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Fig. 4.1 Triangle of SCM goals 

Figure 4.1 depicts the considerations of SC economic performance (service 
level and costs) that should be brought together with the SC stability. The duality 
of the main goals of SCM – maximizing the service level and minimizing costs – 
should be enhanced by the third component – maintaining SC stability. 

The current economic decrease and its impacts on SCs confirm the necessity of 
new viewpoints on the SC optimization vision. Striving for maximal profitability 
in the hope of an unperturbed environment and unlimited economic growth has led 
to tremendous collapses and losses in SCs. The crisis even provided the ultimate 
evidence that the main task of SCM is to balance profitability and stability in order 
to remain competitive in the perturbed economic environment. Besides, the stabil-
ity criterion meets the SCM nature to a greater extent. Increases in sales and cost 
reductions may be related to operational logistics improvements at local knots of 
SC. But the stability of the whole SC is even the direct performance criterion of 
SCM. 

4.2 Uncertainty and Dynamics  

Planning and scheduling in the SC environment should be considered not as a 
static jobs appointment to behaviourally passive machines but as dynamic sched-
uling in accordance with current demand fluctuations, resource availability and ac-
tive behaviour of SC elements (own interests, risks, etc.). The subjective multi-
criteria of the schedules and the uncertainty of the SC execution dynamics chal-
lenge the modern theory and practice of SC planning and scheduling (Proth 2006, 
Chauchan et al. 2007, Pfund et al. 2008, Van de Vonder et al. 2007, Dolgui and 
Proth 2009). In the most tactical–operational problems, SC dynamics and uncer-
tainty considerations are mandatory.  

Although the feedback loops in SCs have been extensively investigated in sys-
tem dynamics (Sterman 2000), these models have been successfully applied only 
for strategic issues of SC configuration and showed many limitations with regard 
to the tactical and operation control levels. With regard to these two levels, recent 
literature has indicated an increasing renewed interest in the theoretical back-
ground of control theory (Disney et al. 2006, Ivanov et al. 2007, van Houtum et 
al. 2007, Ivanov and Ivanova 2008, Ivanov 2009b, Ivanov et al. 2010). 
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Control theory is a multi-disciplinary scientific discipline that contains power-
ful conceptual and constructive tools to conduct research on dynamic problems of 
flexible (re)distribution of a variable set of jobs to a variable set of resources. The 
closed-loop control systems are of particular interest in these settings. The current 
challenge is to transit from simple open time slots incremental planning to dy-
namic, feedback-based, closed-loop adaptive SC planning and scheduling frame-
works and dynamic models to implement adaptability, stability and crisis-
resistance throughout the value chain. 

A promising area is to combine research on control theory and CAS. Choi et al. 
(2001) claimed that emergent patterns in a supply network can be managed much 
better through positive feedback than through negative feedback from control 
loops. The ideas of CAS can be applied to the SCM domain; however, the formal 
aspects of models are subject to a special analysis. CAS reflects a dynamic net-
work of many agents and decentralized control. However, the tools and techniques 
of CAS that are based on the fields of non-linear dynamics, statistical physics and 
information theory are very specific and require specific mathematical back-
ground. Besides, the tactical-operational dynamic models should be brought in to 
correspondence with strategic system dynamics models (Sterman 2000). 

4.3 Interrelations and Optimality of Decisions  

Over the last decade, a wealth of valuable approaches to SC strategic, tactical and 
operational planning has been extensively developed (Simchi-Levi et al. 2004, de 
Kok and Graves 2004, Chopra and Meindl 2007). However, conventionally, the 
planning decisions at different management levels have been considered as being 
isolated from the other levels. In practice, the interrelation of these three manage-
ment levels is very important. Not only a problem solution in a fixed environment 
(the system under control) but also a simultaneous consideration of system forma-
tion and solutions to management problems in this system should be the focus of 
investigations. This aspect is of significant practical importance.  

This problem is related to the compatibility of decision theory and managerial 
tendencies as highlighted by Rittel and Webber (1973) and Peck (2007). Scientists 
and engineers commonly deal with clear identifiable problems with a known de-
sirable outcome. Such problem localizations frequently lead to unrealistic simpli-
fications and the connection of the model to reality fails. Real problems involve 
multiple decision makers and different interests and value sets (e.g. individual risk 
perception). Hence, a danger that an optimal solution may negatively influence the 
processes of another management level or structure is evident.  

The efforts to optimize each process level in isolation can potentially result in 
the danger that the optimal solutions at the process level (or, more precisely, the 
solution that is held for the optimal solutions) can cause damage to strategic man-
agement, assets management or technological infrastructures, e.g. optimizing the 
lead time of a set of customers’ orders at the operational level may cause a de-
crease in the service level or an increase in costs at the tactical level. Moreover, 
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SC optimization as a whole may potentially negatively affect multi-corporative re-
lations or lead to disruptions in ecological systems due to an enormous increase in 
transportation.  

Let us provide a short example. In practice, the challenge is not to calculate op-
timal schedules to optimize local order fulfilment parameters but to schedule SCs 
subject to the real dynamics (Dolgui and Proth 2009) for the achievement of SC 
goals with regard to performance, service level, and stability. That is why the ef-
forts should be directed not (only) to improving algorithms for a benchmarking 
problem with regard to their speed, but also to scheduling SCs in dynamics with 
regard to the goals of a superordinated planning level (e.g. service level). To 
achieve this, it can be necessary to employ more resources or to plan fewer cus-
tomers’ orders, etc. 

This evidence challenges the SC models to provide not (only) an output value 
but a number of alternative solutions with respect to diverse management styles. 
The other challenge is to conduct research not only into artificial localized prob-
lems, but to consider the modelling level with a higher degree of abstraction and 
to develop generic methodical constructs, which can be localized in concrete envi-
ronments with the help of methodical guidelines. 

4.4 Multi-structural Nature of Supply Chains  

Conventionally, the investigations into SC planning (SCP) are performed on the 
structure of physical distribution, manufacturing and procurement. However, SCs 
can be considered not only from this organizational point of view, but also from a 
process point of view (Beamon 1998). It should be emphasized that SCs consist of 
different structures: business processes and technological, organizational, techni-
cal, topological, informational, and financial structures. All of these structures are 
interrelated and change in their dynamics (Ivanov et al. 2010).  

The literature on SCM indicates various multi-structural frameworks that re-
ceived managerial attention when designing SCs (Lambert and Cooper 2000, 
Bowersox et al. 2002). The issue of how to avoid structural incoherency and in-
consistency by designing SCs is very important, first for SC design (SCD) itself 
and second for designing robust SCs (Van Landeghem and Vanmaele 2002) and 
re-designing SCs for new products (Graves and Willems 2005), new OPP and a 
variety of disruptive factors. 

Especially in adaptive SCs with high dynamics, the issue of how to achieve 
structural comprehensiveness, responsiveness and flexibility as well as to avoid 
structural incoherency and non-consistency by SC planning and operations is very 
important. The adaptation of one structure causes changes in the other related 
structures. To ensure a high responsiveness level, the SC plans must be formed ex-
tremely quickly, but must also be robust. That is why it becomes very important to 
plan and run SC plans in relation to all the structures. This can be realized if (1) 
different SC structures are considered simultaneously and (2) the execution dy-
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namics in all the structures can be reflected to establish bilateral feedback between 
SC plans and operations. 

Some examples of the structural interrelations follow. Business processes are 
designed in accordance with SC goals and are executed by organizational units. 
These units fulfil management operations and use certain technical facilities and 
information systems for planning and coordination. Business processes are sup-
ported by information systems. Organizational units have a geographical (topo-
logical) distribution that also may affect the planning decisions. Collaboration and 
trust (the so-called “soft facts”) in the organizational structure do affect other 
structures, especially the functional and informational structures. Managerial, 
business processes (distribution, production, replenishment, etc.), technical and 
technological activities incur SC costs, which also correspond to different SC 
structures. So the SC can be interpreted as a complex multi-structural system.  

The SC planning and operations decisions are dispersed over different struc-
tures. Furthermore, the SC execution is accomplished by permanent changes of in-
ternal network properties and external environment. In practice, structure dynam-
ics is frequently encountered. Decisions in all the structures are interrelated. 
Changes in one structure affect the other structures. Furthermore, the structures 
and decisions on different stages of SC execution change in dynamics. Output re-
sults of one operation are interlinked with other operations (the output of one 
model is at the same time the input of another model). This necessitates structure 
dynamics considerations. In the case of disruptions, changes in one structure will 
cause changes in other relevant structures. Structure dynamics considerations may 
allow the establishing of feedback between SC design and operations (Ivanov et 
al. 2010, Ivanov 2009c).  

4.5 Multi-Disciplinary Modelling  

As emphasized in Simchi-Levi et al. (2004), Chandra and Grabis (2007), Kuehnle 
(2008), Chatfield et al. (2009), Ivanov (2009a), SC problems are tightly inter-
linked with each other and have multi-dimensional characteristics that require the 
application of different integrated frameworks of decision-making support. Bea-
mon (1998) emphasize that SC systems are inherently complex. Thus, the models 
and methods used to study these systems accurately are, expectedly, also complex. 
The activity and autonomy of SC elements should also be considered (i.e., simula-
tion of suppliers’ selections are connected not only to optimizing certain criteria, 
but also to their interactions, taking their goal-oriented behaviour into account).  

Cross-linked SC planning and operations control problems require combined 
application of various modelling techniques (optimization, statistics, heuristics and 
simulation). At different stages of the SC life cycle, a particular problem can be 
solved by means of different modelling techniques due to changeability of data na-
ture, structure and values, as well as requirements for output representation. Selec-
tion of a solution method depends on data fullness, problem scale, one or multiple 
criteria, requirements on output representation and inter-connection of a problem 
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with other problems. Different approaches from the OR, control theory, systems 
analysis and agent-based modelling have a certain application area and a certain 
solution procedure. Isolated application of only one solution method leads to a 
narrowing in problem formulation, overdue constraints and sometimes unrealistic 
or impracticable goals.  

4.6 Establishing Links to Product Life Cycle, Related Enterprise 
Management Functions and the Environment 

All the enterprise management drivers are tightly interlinked for maximum per-
formance. PLM can be interlinked with SCM, i.e., through the suppliers’ and cus-
tomers’ participation in new product development and engineering. A better syn-
chronization of material, informational and financial flows will have a positive 
impact on all the three flows. The simultaneous optimization of manufacturing and 
logistics processes and the links between these processes also brings positive ef-
fects with regard to shareholders’ satisfaction. Marketing can have a profound im-
pact on adjusting SC imbalances with regard to over-inventories. 

Enhancing SCs through sustainability with the help of establishing interactions 
between operations, environment and the product life cycle is the critical next step 
in SCM as driven from recent examinations in relation to operations and sustain-
ability (Kleindorfer et al. 2005) and operations and the environment (Corbett and 
Kleindorfer 2003). In doing so, the focus on environmental management and op-
erations is moved from local optimization of environmental factors to considera-
tion of the entire SC during the production, consumption, customer service and 
post-disposal disposition of products. Linton et al. (2007) emphasize that sustain-
able development is a rich area for academic research that is still in its infancy and 
has the potential to affect future government policy and current production opera-
tions, and to identify new business models. It is critical to move forward towards 
holistic conceptual frameworks and mathematical formulations of the sustainable 
SCM. 

With regard to the above-mentioned issues, the concepts of sustainable SCM, 
reverse logistics and closed-loop SCs have been developing over the last few years 
(Guide and Wassenhove 2009). With increasing transportation, the minimizing of 
negative impacts on ecology may become one of the primary objectives in SCM 
and logistics. Actually, this is already stated by global automotive companies. 
Hence, we are moving towards a triangle of goals: profitability, stability and eco-
logical goals. 
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4.7 Information Technologies and Organizational Aspects 

The successful application of SCM depends to a very large extent on intra-
organizational changes. Even the collaborative processes with an extended infor-
mation systems application are managed by people who work in different depart-
ments: marketing, procurement, sales, production, etc. The interests of these de-
partments are usually in conflict with each other. Hence, not only outbound 
synchronizations but also internal organizational synchronization and an inte-
grated performance controlling from the SCM viewpoints is included in the con-
text of SC organization.  

Some levels of SC organization can be distinguished. These are communica-
tion, cooperation, integration, coordination and collaboration. Actually, only a few 
SCs in the world have achieved the highest collaboration level. Between 15 and 
20% of SCs are at the stage of advanced coordination, and about 50% can be 
placed between integration and simple coordination. 

Before automation, a huge amount of organizational work should be carried out 
to convince suppliers to collaborate within a common informational space, share 
the data, actualize the data and ensure financial trust. Modern IT can potentially 
enable almost any coordination concept. More important problems for efficient 
coordination lie in the organization sphere, collaboration culture and trust. Last, 
but not least, the firms themselves should perceive the necessity for such collabo-
ration. 

IT provide a new level of coordination capabilities in SCs and enable a break-
through in SC responsiveness and flexibility. IT, on one hand, serve as an envi-
ronment to support SCM. On the other hand, they are in turn the enabler of much 
advancement in SCM. In practice, the building of an IT infrastructure is often 
based on the “rules of thumb” without properly analysing the business processes. 
This may result in IT infrastructures that are too complex and too expensive. 
There are many enterprises that really use only 20–25% of the bought IT systems. 
Another aspect is the operability and compatibility of IT systems. There are opera-
tors in enterprises that must operate several IT systems in parallel with the same 
functionalities, while the supplier is in several SCs with different OEMs.  

4.8 Twelve Main Misunderstandings of SCM 

Let us summarize 12 main misunderstandings of SCM that we have experienced 
in our teaching and consulting practice so far. 

Misunderstanding 1. SCs “start from scratch” 
SCs rarely emerge as a “green-field” concept. The primary focus is usually di-
rected to rationalizing the existing structures and processes from the SCM per-
spective. The key questions here are the business process identification, analysis 
and improvement.  
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Misunderstanding 2. SCM is just a “hot spot” for several years and will dis-
appear in the near future 
Time will tell. The development of SCM has been driven by objective market fac-
tors such as customer orientation, market globalization and establishing an infor-
mation society. These trends have caused changes in enterprise competitive strate-
gies and required new adequate value chain management concepts. The practice of 
SCM has provided enough evidence that intra-organizational integration and inter-
organizational coordination along the entire value-adding chain have a profound 
influence on profitability and competitiveness, rather than local optimization of in-
tra-organizational functions.  

Misunderstanding 3. SCM replaces logistics 
In analysing the existing research literature and empirical case studies, the follow-
ing can be concluded: logistics deals mostly with local functions for implementing 
the physical transition of material flows and SCM deals with the value-adding 
chain as a whole and concentrates on the links between the local functions for im-
plementing the physical transition of inbound and outbound material flows. Logis-
tics is attracted to optimizing the realization of physical transitions; SCM is at-
tracted to the management level. In other words, logistics takes care of providing 
the right goods, in the right place, at the right time, in the right volume, in the right 
package, in the right quality, with the right costs, and SCM takes care of balancing 
supplies and demand along the entire value-adding chain subject to the full cus-
tomer satisfaction. Both the logistics and SCM will exist in future. Logistics and 
SCM are tightly interlinked with each other. Operational logistics performance in-
fluences the increase in sales and decrease in costs, while SCM ensures SC stabil-
ity. 

Misunderstanding 4. The main goal of SCM is to maximize profitability 
Yes and no. The basis of entrepreneurship is the creation and maximization of 
added value. However, this potential performance may be achieved only if the 
processes are fulfilled in accordance with a plan that in turn may be subject to dif-
ferent disruptions that may inhibit the achievement of SCM goals in a real execu-
tion environment. Hence, the important goal of SCM is to ensure SC stability with 
regard to possible disruptions as the potential performance may be achieved only 
through stability. 

Misunderstanding 5. A SC is a linear sequence of enterprises 
This can seem amazing but many people have such an understanding of SCs. This 
may partially result from figures in study books that depict a SC in this way. Of 
course, SCs are networks with lots of branching points and parallel operations.  

Misunderstanding 6. SCM is just the optimization of customer and supplier 
relationships 
Indeed, SCM primarily implies the inter-organizational level. However, the col-
laborative processes with an extended information system application are man-
aged by people in your own enterprise who work in different departments: market-
ing, procurement, sales, production, etc. Successful implementation of SCM also 
requires balancing the interests of diverse departments that are usually in conflict 
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with each other. Hence, not only outbound synchronizations but also internal or-
ganizational synchronization is in the context of SC organization. 

Misunderstanding 7. SCM is just of a strategic nature 
This is the next false assertion. SCM is subject to strategic, tactical and opera-
tional management levels as well as the execution level. Only the level of physical 
product transformation and transition is primarily in the competence of logistics 
and manufacturing.   

Misunderstanding 8. SCM is all about IT 
Indeed, initially, SCM has been primarily considered from the IT point of view. 
Nowadays, IT is the backbone of SCM realization. Its primary contribution is 
speed and transparency in SC processes. On the other hand, IT is just an “enabler” 
of the business concepts and organizational schemes.  

Misunderstanding 9. SCM is a number of functions (procurement, produc-
tion and distribution) 
SCs should always be considered from both the object and the process points of 
view. Even the balancing of different SC structures (functional, organizational, in-
formational, technological, and financial) challenge the modern SCM. 

Misunderstanding 10. Optimizing SCs consists of optimizing local SC prob-
lems (replenishment, production, etc.) 
SC optimization should be subject to key performance indicators (KPI) and not 
(only) to lead time, batches and inventory optimization. Second, the practice does 
not need the optimal plans that will fail in a real execution environment but adap-
tive and stable plans that may be executed under perturbation impacts.  

 
Misunderstanding 11. Integrated management of the entire SC 
In practice, the OEMs manage their collaboration with the first tier level, and in 
some cases with the second tier level. Indeed, the integrated management of the 
entire SC is of an abstract nature and emerges through iterative procedures of co-
ordination in partial SC links. 

Misunderstanding 12. Modern OEMs aim at a low production depth (at 
about 30%) and outsourcing of most of their competencies 
Indeed, the official data report 30% production depth as a benchmarking value. 
However, if considering the OEMs, e.g. in the automotive sector, in detail, it can 
be seen that a large part of these “external” suppliers are in close legal relations 
with the OEMs and cannot be considered as really autonomous and independent.  
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Chapter 5 
Uncertainty, Risk and Complexity 

Lots of folks confuse bad management with destiny. 
Kin Hubbard 

5.1 Origins and Variety of Uncertainty 

5.1.1 Uncertainty and Perturbation Influences 

Uncertainty is a system property characterizing the incompleteness of our knowl-
edge about the system and the conditions of its development. Uncertainty is a po-
lysemic term (poly – many, sema – a sign). Historically, the first terms related to 
uncertainty were accident, probability and possibility, which we relate to Aristotle. 
Up to the twentieth century, the mathematical basics of uncertainty factor descrip-
tion were founded on probability–frequency interpretation and are related to Pas-
cal, Ferma, Bernoulli and Laplace. Modern probability theory is based on the re-
search of Kolmogorov, who introduced an axiomatic definition of probability as a 
measure related to a system of axioms of a so-called probability space.  

In contrast to risk, uncertainty is a more comprehensive term, considering situa-
tions that cause both positive (chance) and negative (threats) deviations from an 
expected outcome. Modern system theory defines uncertainty as “a gradual as-
sessment of the truth content of a proposition, e.g. in relation to the occurrence of 
the event” (Möller and Beer 2004). 

One of the main dangers of uncertainty is the perturbation influences, leading to 
a change in a planned course of events in the SC functioning and (or) a threat of 
goal default. There are different external and internal, objective and subjective 
perturbation influences altering the execution conditions of a SC. Let us analyse 
the main types of perturbation influences that can be divided into two groups: 

• purposeful perturbation influences; and 
• non-purposeful perturbation influences. 

The purposeful perturbation influences can be antagonistic (impeding SC func-
tioning) or non-antagonistic (promoting SC functioning). Examples of purposeful 
perturbation impacts are thefts, terrorism, piracy and financial misdeeds. 

The non-purposeful perturbation influences can be natural, economic or tech-
nological. The former can be caused by phenomena of the geo-, hydro- or bio-
sphere. An example of an economic non-purposeful perturbation impact is de-
mand fluctuations and the bullwhip-effect.  
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Hence, there are two types of uncertainty affecting SCs: (1) risks arising from 
the problems of coordinating supply and demand and (2) risks arising from pur-
poseful disruptions to normal activities (Kleindorfer and Saad 2005).  

5.1.2 Sources of Uncertainty 

In Fig. 5.1, a classification of uncertainty origins is undertaken. 

Uncertainty factors (origins) 

Environmental uncertainty 
Factors with stochastic ori-
gin 

Non-stochastic fac-
tors 

Natural uncertainty 

Behaviour uncertainty 

Goal uncertainty 

Human knowledge and de-

cision-making uncertainty 

Linquistic uncertainty 
Human uncertainty 

Axiological uncertainty 
Multiple-criteria uncertainty

Chance uncertainty 

Structure uncertainty

Uncertainty of knowledge 

and conclusions of deci-

sion-support systems 

Logical uncertainty
Intelligent uncertainty Conclusion uncertainty 

Incompleteness and contradictions  

Fig. 5.1 Classification of uncertainty factors 

The uncertainty factors are usually divided into two groups: stochastic factors 
and non-stochastic factors. The first group can be described via probability mod-
els. The factors described as aleatory variables (functions, fields) with known dis-
tributions are statistically defined. Aleatory variables with unknown distributions 
can be of two types: those with known or unknown characteristics. The following 
factors produce non-stochastic uncertainty: 

• Purposeful opposition of a rival system, while its actions are unknown. This type 
of uncertainty is called behavioural. 

• Phenomena interrelated with SC operation and insufficiently studied. This type 
of uncertainty is called uncertainty of nature. 

• Uncertainty of human thinking. This kind of uncertainty arises when the system 
is being managed or investigated. It can be called personnel uncertainty. 

• Uncertainty of knowledge in the system of artificial intellect. 

For the formal description of non-stochastic uncertainty, fuzzy description with 
known membership functions, subjective probabilities for the uncertainty factors, 
interval description, and combined description of the uncertainty factors are used. 
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In analysing uncertainty, four aspects are usually encountered. The one is un-
certainty itself, the second is risks, the third is perturbation influence (distur-
bances), and the last is the perturbation impact influences (deviations). In the fur-
ther course of this and the following chapters, we will frequently encounter this 
constellation (see Fig. 5.2). 

exists in any system 
with a sensible extent 
of complexity; can be 
reduced or amplified

initiates from 
uncertainty; can be 
identified, analyzed, 

controlled and 
regulated; can cause a 

disturbance

results from risk; can 
be prevented and 

eliminated by means 
of reliability and 

flexibility reserves; can 
cause a deviation 

results from a 
disturbance; can 
damage a supply 

chain; can be 
eliminated by means 

of adaptation 

Uncertainty

DisruptionDisturbance

Risk

 

Fig. 5.2 Interrelations of uncertainty, risk, disturbance and disruption 

Uncertainty is the general property of a system environment that exists inde-
pendent of us for any system of a sensible complexity degree. As shown in Fig. 
5.4, we can broaden and narrow the uncertainty space.  

Risk initiates from uncertainty (see also Sect. 5.2). Risks can be identified, ana-
lysed, controlled and regulated. If we return to the discussions in Sect. 5.1.1, we 
consciously talked about uncertainty factors and risks arising (e.g. risk of demand 
fluctuation as a result of the environmental uncertainty). 

A disturbance (perturbation influence) is the consequence of risks. These may 
be purposeful (i.e. thefts) and non-purposeful (i.e. demand fluctuations or the oc-
currence of some events that may necessitate adapting the SC). They may cause a 
deviation (disruption) in the SC or not (e.g. a SC can be robust and adaptive 
enough to overcome the disturbance).  

Deviations (disruptions) are the result of perturbation influences. They may af-
fect operations, processes, plans, goals or strategies. To adjust the SC in the case 
of deviations, adaptation measures need to be taken.  

For the SCM domain, uncertainty factors and measures for their handling can 
be distinguished as follows (see Table 5.1). 
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Table 5.1 Uncertainty factors and measures for their handling in SCs 

Decision-
making level 

 

Uncertainty factors Handling measures 

Strategic Multiple management goals 

Terrorism, piracy 

Financial and political crises 

Natural disasters 

Multi-criteria analysis techniques 

SC security management 

Liquid assets reserves 

Strategic material inventories 

Market diversification and outsourcing 

Product lines’ flexibility and modularity 

Tactical and 
operational 

Weak coordination  

Stockless processes 

Weak control of cargo security  

Technological breaks 

Human errors 

Safety stocks and time buffers 

Reserves of SC capacities 

SC coordination, monitoring, and event man-
agement 

 

In Table 5.2, some examples of disturbances and disruptions in SCs are pre-
sented.  

Table 5.2 Examples of disturbances and disruptions in SCs (Beck et al. 2003, Zeller 2005) 

Factor Example Impacts 

Thefts and dam-
ages of goods 

Retail 

Production 

Losses in Europe 13.4 billion euros a year 

Losses in Europe 4.6 billion euros a year  

Losses up to 15% of annual turnover 

Terrorism 

Piracy 

September 11  

Somali, 2008 

Five Ford plants have been closed for a long time 

Breaks in many SCs 

Natural disasters Earthquake in 
Thailand, 1999 

Flood in Saxony, 
2002 

Earthquake in Ja-
pan, 2007 

Apple computers’ production in Asia has been paralysed 

 

Significant production decrease at VW, Dresden 

Production breakdown in Toyota’s SCs amounted to 55.000
cars 

Political crises “Gas” crisis 2009 Breaks in gas supply from Russia to Europe, billions of 
losses to GAZPROM and customers 

Financial crises Autumn 2008 Production decrease or closing; breaks in SCs throughout 

Coordination 
problems 

Demand fluctua-
tions, 

Internal unbalanc-
ing  

Losses through not receiving customers’ orders; penalties 
and forfeits of up to 15% of annual turnover 
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In sum, the profit losses through non-purposeful (e.g. demand fluctuations) and 
purposeful (e.g. terrorism or thefts) perturbation impacts can amount to up to 30% 
of the annual turnover. That is why the issue of uncertainty handling can be con-
sidered as a timely and crucial topic in modern SCM.  

5.1.3 Uncertainty Within the Complexity Management 

Complexity has been one of the most challenging phenomena in business and sci-
ence over the last 60 years (Ashby 1956, Simon 1962, Casti 1979, Holland 1995, 
Anderson 1999, Lissak and Letiche 2002, Richardson 2004, 2005, 2007, Pathak et 
al. 2007). Complexity is a multi-spectral category and one of the basic properties 
of systems of any nature (see Sect. 5.3). 

The fulfilled analysis confirmed that a well founded concept for the uncertainty 
analysis in the SC models is a system-cybernetics one (see Fig. 5.3).  

Complexity  
Management 

Attenuation of 
environmental 

Amplification of 
control variety 

Multiple-model description of the data domain 

Classification and ordering models, establishing 
inter-model relations 

Finding a rational multi-object solution under 
the lack of time and informational resources  

Reducing dimensionality and uncertainty in a 
description of the data domain via the methods 
of decomposition (composition), aggregation 
(disaggregation), coordination, approximation, 
relaxation, linearization, reduction 

Forming not final solutions  

Self-similar recursive description and 
modeling objects under investigation (using 
notions of macro-state, structural state, 
many-structural state) 

Structure-dynamics control  

Fig. 5.3 Directions for realizing the law of requisite variety 

This concept presumes that all the input signals of a dynamic system (SC, in 
our case) can be divided into two classes: control inputs and perturbation inputs. 
Moreover, it is assumed that the control inputs are known, and thus the SC and its 
control processes can be regarded as deterministic mathematical constructions. All 
the perturbation factors are called factors of uncertainty. They belong to the envi-
ronment into which the deterministic object is “plunged”.  

Complexity management and system modelling can be considered as a theo-
retical basis for handling uncertainty in SCs. From the perspective of complexity 
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management, the problem of a system under control and uncertainty is related to 
an area under control and an area under uncertainty. This idea is based on Ashby’s 
principle (Ashby 1956) of requisite variety. By broadening the control area (Fig. 
5.4b) and narrowing the uncertainty area or reverse (Fig. 5.4a), the system control 
can be adapted. Hence, the mutual relations between the system and environment 
spaces fall into the categories of amplification of a control variety and attenuation 
of an environmental variety (see Fig. 5.4). 

a) b)

System 
space

System 
space

Costs

Risk

Costs

Risk

Uncertainty space Uncertainty space

 

Fig. 5.4 System space and uncertainty space  

Thus, amplifying the variety of our control area and reducing the area of uncer-
tainty, (1) a balance of control and perturbed impacts as well as (2) the mainte-
nance of the planned execution processes and a quick cost-efficient process recov-
ery once disturbed can be reached (see also Sect. 6.3). 

5.2 Risk Management in Supply Chains  

Uncertainty initiates risk. Risk management is a methodological approach to the 
management of outcome uncertainty. The concept of risk is subject to various 
definitions. (Knight 1921) classified under ‘risk’ the ‘measurable’ uncertainty.  
From the financial perspective of Markowitz (1952), risk is the variance of return. 
From the project management perspective, risk is a measure of the probability and 
consequence of not achieving a defined project goal. According to March and 
Shapira (1987), risk is a product of the probability of occurrence of a negative 
event and the resulting amount of damage.  

Generally, in decision theory, risk is a measure of the set of possible (negative) 
outcomes from a single rational decision and their probabilistic values. In the lit-
erature on SCM, the term “risk” is also replaced with “vulnerability”, which 
means “at risk” (Kersten and Blecker 2006, Peck 2007). Pfohl (2008) provided an 
overview of strategic and constructive methods for SC risk and security manage-
ment. Risk management usually comprises the stages of identifying possible risks, 
an analysis of these, elaborating control actions and risk controlling (Götze and 
Bloech 2002, Hallikas et al. 2004, Khan and Burnes 2007, Pfohl 2008, Rao and 
Goldsby 2009).  
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A particular feature of risk management in SCs (unlike in technical systems) is 
that people do not strive for a 100% guarantee of the result: they consciously tend 
to take risks. Some literature (e.g. Sokolov and Yusupov 2006, Peck 2007) points 
out the problem of contradiction between objective risk (determined by experts, 
applying quantitative scientific means) and perceived risk (perception of manag-
ers).  

Actually, the objective risk treatment is rooted in technical science where 100% 
reliability is mandatory. In socio-economic systems, like SCs, a value of 95% as 
an orientation for SCs is empirically suggested (e.g. Sheffy 2005). Different man-
agers perceive risk to different extents, and these perceptions can change in the 
same manager due to changes in his environment. That is why the models for SCs 
should not strive for a unique optimal solution but allow the formation of a num-
ber of alternative solutions with different degrees of potential economic perform-
ance and risk. Summarizing, we will note that the risk can be considered from 
three basic positions: 

1. the risk is a likelihood estimation of a negative outcome of the event leading to 
losses/losses (the technological approach);  

2. the risk is an individual estimation by the person of the danger of a negative 
outcome of the event leading to losses/losses; risk is ultimately a property of 
any entrepreneurship (the psychological approach); 

3. the risk is an integral property of any process or system, the management of 
which is a key problem in economic performance and stability maintenance 
(the organizational approach). 

Let us describe the proposed concept of risk handling. In order to analyse risks, 
the following main categories are introduced: the risk factor, the risk source, the 
risk situation, and the dangerous situation. The risk factor is a global category that 
characterizes a system at the goal-orientation level (e.g. upsetting of the produc-
tion plan, delivery breakdown, etc.). Risk sources consider certain events that may 
cause risk factors. The dangerous situation characterizes the state of a system 
when a probability of risk sources’ appearance and their direct influence on this 
system is high. A risk situation means a condition when the active influences of 
risk sources cause disturbances and deviations in system functioning (see Fig. 
5.5). 

The problem of SC functioning in terms of risk consists of the following main 
phases: risk factors’ identification  risk sources and dangerous situations’ identi-
fication  identification of interdependences between risk situation appearance 
and changes of system functioning parameters  decision-making about com-
promise while SC configuration by aggravation of some goal criteria (e.g. cost in-
crease while keeping the planned production volume and deadline; production vo-
lume reduction while keeping the same cost level and deadline; change of deadline 
while keeping the same costs and production volume, etc.)  control decision de-
velopment in order to compensate for possible disturbances in system functioning 
caused by risk situations  development of a managed object monitoring system.  
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Uncertainty factors' analysis.
Risk factors' identification 

Definition of the risk sources and 
dangerous situations, which may 
cause appearing risk situations 

Elaboration of control actions for compensating possible deviations in negative system 
functioning caused by appearing risk situations

Extension of supply chain management models through embedding uncertainty factors . 
Elaboration of the risk-monitoring system

Definition of the interrelations 
between appearing risk situations  
and system parameter changing 

Decision making on supply chain 
plan compromise  

Goal 
criteria

Models and algorithms' adaptation taking into account current supply chain and environment 
changes 

 

Fig. 5.5 Handling risks in SCs  

5.3 Supply Chains as Complex Systems 

This section is a logical follow-up to the Sect. 5.1.3. The distinction of this section 
comes from the evidence that, although SCs are often related as complex systems, 
a discussion on why they are those is rarely given. The problem of complexity has 
various aspects and applications (Simon 1962, Bertalanffy 1968, Mesarovic and 
Takahara 1975, Casti 1979). The literature on complexity shows that the view-
points regarding the concept of ‘complexity’ tend to be as richly varied as com-
plexity itself. Although no unified definition of a complex system exists, a number 
of complexity views may be distinguished. 

The first group of complexity factors is related to structural complexity. This 
consists of a number of elements in a system and a number of interrelations be-
tween these elements. Moreover, the variety of the elements and the interrelations 
is under consideration. 

The second group of complexity factors is related to functional complexity. 
This includes the dynamics of the change in the elements, their variety and interre-
lations between the elements. Another aspect is the consideration of system com-
plexity at certain instants of time. A system can be composed of a great number 
and variety of elements and interrelations, but in a snap-shot at an instant of time, 
the system may appear to be very simple. Last but not least in the functional com-
plexity is the uncertainty of the change in the elements, their variety and interrela-
tions between the elements. This point is one of the most critical while considering 
system complexity. 
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The third group of complexity factors is related to modelling complexity. To 
this group is related the well-known calculation complexity, resulting, e.g. in NP 
(nondeterministic polynomial)-hard problems and decision-making complexity, 
resulting from conflicting goals that are in turn difficult to formalize (Casti 1979). 
The problems in systems are tightly interrelated. However, different methods and 
data are needed for solving different tasks. Usually, investigations into a complex 
system are performed by means of the combined application of different methods 
and involve specialists in economy, mathematics and computer science.  

Fig. 5.6 depicts the above-described complexity and uncertainty factors and 
proposes approaches to handle these factors. 

Complexity and Uncertainty

Structure Dynamics Modelling

Structure Dynamics / Adaptive Control Multi-Disciplinary Modeling

Multi-Disciplinary Methodology of Structure Dynamics Adaptive Control

 

Fig. 5.6 SC complexity and necessary research approaches  

SCs are characterized by a great number and variety of elements and the inter-
relations between them. Moreover, decisions in SCs are dispersed over different 
structures and management levels. The SC structures change in dynamics, so 
structure dynamics is frequently encountered. SC dynamics is characterized by 
uncertainty. Besides, SCs are described by means of different modelling ap-
proaches and model classes. Moreover, elements of SCs are active. They act as 
self-goal-oriented, are autonomous but collaborative and have conflicting goals. 
These goals are also subject to multiple criteria and are difficult to formalize. 
Here, the tight interlinking of the complexity and uncertainty can be perceived. 

As SCs continuously interact with the environment and evolve through these 
interactions, they may be also considered as open systems. To remain manageable, 
SCs should maintain certain steady states for a specific period of time (Chandra 
and Grabis 2007). These steady states result from the continuous balancing of in-
flow and outflow from and to the SC environment. This balancing is based on 
managerial control inputs of both a planned and a regulative nature regarding per-
turbation influences from the environment. We understand the environment as be-
ing everything that is not in our system (SC). As discussed in Sect. 5.2, this con-
nection “system–environment” is subject to changes by narrowing and broadening 
the system’s borders. In actually open systems, these narrowing and broadening 
processes are based on self-organizing and self-learning principles. Modern SCs 
are still far from this stage but they are following the path to self-organization. 

Hence, SCs may be justifiably called complex dynamic multi-structural systems 
with active elements of free-will behaviour. Research on such systems requires the 
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application of different methods and disciplines.  Actually, the research on SCs as 
complex systems should impart much more universality than is really considered 
in today’s social and business systems. 

In this book, we consider SCs from the above-mentioned point of view. The re-
search approaches of structure dynamics control, adaptive control, and multi-
disciplinary modelling will be applied to approach handling complexity, uncer-
tainty, and operations dynamics in SCs. Special consideration in the follow-up 
frameworks and models will be given to the aspects of SC dynamics at the tactical 
and operational decision levels. 

5.4 Practical Issues of Uncertainty in Supply Chains 

Uncertainty inevitably exists in SC. Uncertainty can be scattered over different 
SC parts but it cannot be eliminated completely. In considering the uncertainty 
problem, two main aspects can be highlighted:  

• uncertainty can be mitigated and; 
• SCM is always connected with risk that should be taken by somebody. 

In Chaps. 6 and 7, we will discuss the ways to handle uncertainty in SCs. But 
even if a good balance of a system space and an uncertainty space can be found, 
certain risks of failure and disturbances will exist. For these cases, different meas-
ures in the SC contracting and insurance should be taken. As we have already 
shown, a balance of an uncertainty space (risk area) and a system space (control 
area within which deviations can be eliminated with the planned reliability and 
flexibility reserves) should be found with regard to individual risk perceptions of 
SC managers (see Chap. 14 and Sect. 15.3). 

In practice, one of the most important challenges of uncertainty and risk analy-
sis is the identification and strengthening of so-called bottlenecks. These are not 
all perturbation impacts that will affect the SC. As practice shows, the robustness 
of the bottlenecks and their flow capacity capabilities determine the economic per-
formance and stability of SCs to a very high degree. 

To the SC bottlenecks belong: 

• a SC part that is permanently subject to disturbances (these parts should be elim-
inated if possible); 

• a SC part that is critical to the supply flow capacity (this may be handled, e.g. by 
the DBR (Drum–Buffer–Rope) technique); 

• a SC part in which small deviations cause large deviations in performance indi-
cators (this may be handled, e.g., by sensitivity analysis); and 

• a SC part whose adjustment after being disturbed requires significant financial 
and (or) time consumption (no explicit methodologies for this issue have been 
identified so far). 
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There is no doubt that the identification and strengthening of bottlenecks re-
quires an individual procedure for almost every concrete SC. Any methodical ap-
proaches should be considered in these settings as methodical frameworks that 
will be fulfilled with concrete contents within an actual SC environment. Never-
theless, the elaboration of the methodical orientations for the identification and 
strengthening of bottlenecks in SCs, enhanced by the specificity of the SC under 
analysis, may potentially contribute to reducing the costs of disruption elimina-
tion, reducing the frequency of the disruptions, and making SC managers’ and op-
erators’ work more comfortable.  

In summarizing the practical advancements in uncertainty handling within a SC 
environment, the following can be concluded:  

1. Uncertainty space may be reduced by means of, e.g.:  

• introducing excessiveness in SC structures (e.g. time buffers, safety stocks, ad-
ditional resources, capacity reserves, etc.);  

• improving coordination and information flows to make better quality, timeli-
ness, and accessibility;  

• introducing SC monitoring and event management systems to react quickly to 
disturbances and disruptions; and 

• forming a set of not final decisions, i.e. postponement and rolling/adaptive 
planning.  

2. It is impossible to avoid uncertainty. 

In the further course of this book, we will consider SCs from the point of view 
of both economic performance and stability. We will analyse how uncertainty may 
affect SCs, how it can be handled and how to balance the system space of uncer-
tainty and the system space under control to achieve maximum SC economic per-
formance in a real perturbed execution environment. 
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Chapter 6 
Handling Uncertainty in Supply Chains 

Once men are caught up in an event, they cease to be afraid.  
Only the unknown frightens men. 

Antoine de Saint-Exupery 

What is outside is harder to change than what is inside. 
Paulo Coelho 

 

6.1 Supply Chain Security 

6.1.1 Purposeful Perturbation Influences on Supply Chains 

 
A purposeful perturbation influence is an external input influence on a SC to harm 
or damage a SC (for example, plundering of cargoes, terrorism or piracy). Modern 
SCM is facing the challenge of designing secure supply networks with high eco-
nomic performance. The recent crashes in financial markets, disruptions in global 
SCs like gas supply, terrorist attacks, piracy and numerous natural disasters pro-
vide the evidence that integrated considerations of SC performance and security is 
a crucial and timely topic in SCM research and practice. That is why the concept 
of SC security has been developed over the last few years (Rice and Caniato 2003, 
Sheffy 2005, Sheffy and Rice 2005, Kleindorfer and Saad 2005, Closs et al. 2008, 
Williams et al. 2008). This evidence is also reflected in the newly published inter-
national standards ISO 28000 on SC security management. 

SC security is a general system property characterising uninterrupted perform-
ance of a SC functioning to achieve its goals under protection against external 
purposeful threats. 

Lets us bring some practical data. In a Stanford University study of 11 manu-
facturers and 3 “innovator” logistic providers, samples of the commercial benefits 
of SC security were a 26% reduction in customer attrition and a 20% increase in 
the number of new customers, a 38% reduction in theft/loss/pilferage and a 37% 
reduction in tampering, and a 30% reduction in problem identification and prob-
lem resolution time (ISO 28000, 2007). For example, in 2000 the material damage 
to the European retail trade amounted to 13.4 billion euros, and the material dam-
age to the European manufacturers reached 4.6 billion euros (Beck et al. 2003). 
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The literature on SC security is just at the beginning of its development. Sheffy 
(2005) argued that a company’s survival and prosperity depend more on what it 
does before disruptions occur than on the actions it takes as the event unfolds. 
Sheffy (2005) provided a number of case studies from international companies. 
Sheffy and Rice (2005) provided evidence of terrorism influence on SCs on the 
examples of Toyota and Ford SC disruptions after September, 11, 2001. They 
concluded that building redundancy and flexibility in SCs to recover from disrup-
tion quickly is mandatory. Kleindorfer and Saad (2005) provided a conceptual 
framework that reflects the joint activities of risk assessment and risk mitigation 
that are fundamental to disruption risk management in SCs. Knight (2003) distin-
guished the following key elements of SC security: risk analysis, physical security, 
access control, personnel security, education and training awareness, procedural 
security, information security, incident reporting and investigations, documenta-
tion processing security, trading partner security, conveyance security, crisis man-
agement and disaster recovery.  

Closs et al. (2008) underlined that “recent terrorist threats and security inci-
dents have heightened awareness regarding SC security. But many managers still 
underestimate SC vulnerability and struggle with where to focus their security ef-
forts”. The paper also proposed a conceptual framework for SC security. Within 
the framework, 10 security competencies are distinguished within and across each 
firm in the SC. Security competencies are created through the development of se-
curity capabilities such as infrastructure, processes, assets and resources that 
achieve and maintain SC security.  

A very important topic in SC security is the insurance. Lodree and Taskin 
(2008) emphasized that disaster relief assumes a major role in the logistics activi-
ties associated with responding to disasters. They provided an insurance risk man-
agement framework for disaster relief and SC disruption inventory planning. 
Knemeyer et al. (2009) considered a process to plan proactively for catastrophic 
risk events through an integration of diverse research streams related to the risk 
management. In particular, the proposed process builds upon an existing risk anal-
ysis framework by incorporating an innovative approach used by the insurance in-
dustry to quantify the risk of multiple types of catastrophic events on SCM. 

The essential conclusion from the existing literature is that SC security is un-
derstood (in the narrow interpretation) as a protection against purposeful threats 
such as terrorism, piracy, financial misdoings and thefts. These threats influence 
SC drastically. With regard to empirical data of international insurance, companies 
lose up to 15% of the turnover only by threats. Alone the damage and spoiling of 
goods are amount to up to 3-4% of inventories.  

6.1.2 The Concept and Tools of Supply Chain Security 

While analysing the issues in SC planning and execution under uncertainty practi-
cally and theoretically, we classified five main categories of integrated SCM and 
security aspects. These are: 
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• regulations level; 
• risk management level; 
• event and process management level; 
• informational level; and 
• physical security level. 

These levels build the framework which endeavours to provide a holistic ap-
proach to the integrated SC security management. Within the framework, appro-
priate management levels, methods and tools at these levels are positioned and 
presented in their interrelations. The general framework of integrated SCM and 
security is presented in Fig. 6.1. 
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Fig. 6.1 The general framework of integrated SC security management 

The evidence of a significant increase in the importance of SC security regula-
tions is reflected in the practical area, i.e. in regulatory compliance (for example, 
ISO 28000:2007 and “voluntary” initiatives such as COSO Enterprise Risk Man-
agement, TAPA – Transported Asset Protection Association, RILA (Retailer Ini-
tiative Leadership Association), C-TPAT, and Authorised Economic Operator). 
ISO 28000 considers risk management to be a fundamental corporate activity. ISO 
28000:2007 takes a pragmatic and business-centric approach to security manage-
ment. The standard promotes security management as a central component of ef-
fective management.  

The standards of the ISO 28000 family extend the treatment of the security 
management as a key category of risk management coined in ISO/IEC 
15288:2002 “System engineering. System life cycle processes” the regulations 
level and the risk management level refer to the planning stage. The application of 
international standards and guidelines by SC partners aims at ensuring manage-
ment process compatibility. Companies adopting standards can also gain brand 
equity through the clear demonstration of their commitment to security. Compa-
nies adopting ISO 28000 make an organizational commitment not only to security, 
but also to efficient management and continual improvement.  
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The level of risk management contains the primary methods of risk manage-
ment. Essential process-related procedures take place at the interface between the 
risk management level and the process management level. Here, comprehensive 
uncertainty analysis, the identification of possible risks and their analysis take 
place. Then the identified risks will be mapped with the process plans, and the de-
gree the risks will affect the processes (i.e. by means of the event probability in-
dex, (Ijioui et al. 2007) and the scenario of managers’ handling in the case of dis-
turbances (i.e. by means of the event management plan) will be determined. 

The key level of the proposed framework is the event and process management 
level. As shown in Fig. 6.1, this level is explicitly divided into the planning (proc-
ess management level) and execution stages (event management level). At the 
planning stage, different reserves to mitigate uncertainty and to ensure SC security 
are built. This results in a number of alternative SC plans with different values of 
economic performance and security indices. The planning ends with the simula-
tion of different execution scenarios for different SC con-figurations and plans 
with a subsequent evaluation of these alternatives by managers according to their 
individual risk perceptions.  

After planning, the stage of SC operations execution follows. At the physical 
security level, cargo movement control takes place. The data from primary control 
devices (enabled by RFID, GPSS) are transmitted, accumulated and evaluated 
within the information systems level. At the interface between the information 
systems level and the event management level, based on SCEM tools, SCMo and 
reinstating (adaptation) take place. This results in decisions on SC processes, plans 
or goal correcting, amending or replacing on the basis of the disturbances that oc-
curred and the control actions that existed. 

Summarizing this section, it is necessary to say that the elaborated composition 
contributes to linking conceptual SC security as a strategic goal and “engineering” 
quantitative models and methods to ensure SC performance and security at the tac-
tical and operations level. A number of important interrelations and details can be 
observed while considering the framework levels and the methods positioned 
within the levels. The framework also contributes to linking issues of SC configu-
ration, planning and execution. 

6.2 Supply Chain Vulnerability 

6.2.1 The Prevention of Non-Purposeful Perturbation Impacts on 
Supply Chains 

A non-purposeful perturbation influences an external input influence on a SC of a 
casual nature (for example, demand fluctuations and resource failure). The litera-
ture on non-purposeful perturbation influences on SCs is widespread. At the stage 
of the SC synthesis (configuration and planning), uncertainty is a category that is 
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mostly used in relation to risk management. Risk management is a methodological 
approach to the management of outcome uncertainty (Peck 2007, Ritchie and 
Brindley 2007).  

In operations management, the research on how to cope with non-purposeful 
disturbances has mostly been concentrated on the environmental uncertainty (i.e. 
demand fluctuations and the so-called bullwhip-effect) (Chen et al. 2000, Lee et 
al. 1997) by means of stochastic or robust optimization (i.e., Santoso et al. 2005) 
and SC coordination (Holweg and Pil 2008)). Sha and Che (2006) analysed SC 
network design under uncertainty with regards to partner selection and produc-
tion/distribution planning. Fisher et al. (1997) emphasized the necessity to con-
sider costs of uncertainty reduced while configuring SCs. Kleindorfer and Saad 
(2005) provided a conceptual framework of risk assessment and risk mitigation 
that are fundamental to disruption risk management in SCs. 

In analysing SC uncertainty, the property of SC robustness has been investi-
gated (Van Landeghem and Vanmaele 1996, Meepetchdee and Shah 2007). Stabil-
ity is another general system property that has been widely investigated in related 
literature (i.e., Daganzo 2004). Disney and Towill (2002) provided an extensive 
overview of control theory based approaches for the stability analysis. Van de 
Vonder et al. (2007) evaluated several predictive-reactive resource-constrained 
project-related scheduling procedures under the composite objective of maximiz-
ing both the schedule stability and the timely project completion probability. 
Cheng and Wu (2006) elaborated a multi-product, multi-criterion supply-demand 
network equilibrium model. Ostrovsky (2008) studied matching in vertical net-
works, generalizing the theory of matching in two-sided markets.  

The other research stream deals with the uncertainty caused by human deci-
sions and goals. Sterman (1989) sees wrong decisions made by human decision 
makers as the major cause of the bullwhip effect. Hallikas et al. (2004) consider 
organizational risks and propose an approach to reduce uncertainty by means of 
increasing entire network transparency. Sokolov and Yusupov (2006) distinguish 
seven psychological types of managers and consider this criterion in the model of 
risk management. 

6.2.2 Supply Chain Adjustment in The Case of Non-purposeful 
Perturbation Impacts  

Unless the SC is designed and planned to be stable and robust with respect to the 
uncertain control conditions, the impact of operational inefficiencies and disrup-
tions can change the actual SC execution from the planned scenarios. For the SC 
execution analysis and replanning, a number of concepts and models have been 
developed, such as ATP/CTP (available-to-promise/capable-of-promising) 
(Zschorn 2006), information-update (Sethi et al. 2005), SCMo, and SCEM (Ijioui 
et al. 2007). Decision-making in the case of deviations is one of the main chal-
lenges in SC execution.  
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Proth (2006) and Dolgui and Proth (2009) referred to dynamic real-time sched-
uling. Kopfer and Schoenberger (2006) considered the online-optimization of 
problems with several multi-layered objectives with preventive and reactive SC 
adaptation. Ahn et al. (2003) suggested a flexible agent system for SCs that can 
adapt to the changes in transactions introduced by new products or new trading 
partners. Ivanov et al. (2009) considered SC reconfiguration based on the structure 
dynamics control framework. 

The challenge of SC execution is faced in the SCEM approach (Otto 2003). 
SCEM has been increasingly developed over the last few years as a link between 
SC planning and execution as well as a strategy to recover SCs in the case of dis-
turbances (Wildemann 2007, Ijiouni et al. 2007). SCEM aims at a timely identifi-
cation of deviations or the dangerousness of deviations in SCs, the analysis of de-
viations and alerting about what disruptions that have occurred or may occur, and 
elaborating control actions to recover SC operability. A basis for the alerting and 
disruption recovery is a tolerance area of execution parameters’ admissible devia-
tions. If a parameter value is out of this area’s borders, the alerting takes place. 
Two important questions still remain open: (1) how to determine the borders of 
the tolerance area and (2) what adjustment steps should be taken to overcome a 
particular disruption. In practice, these decisions are made on the basis of weak-
grounded heuristics or just an expert analysis. SCEM is currently understood from 
the information systems’ point of view. The methodical aspects of SCEM are still 
underdeveloped. 

6.3 Managerial Impacts to Handle Uncertainty in Supply Chains 

Recent literature has also dealt extensively with methods to strengthen SCs to 
mitigate uncertainty impacts. First, different reserves (material inventory, capaci-
ties) can be referred to. For this issue, valuable approaches and models for SC de-
sign and planning under uncertainty were elaborated, widely presented in Tayur et 
al. (1999) and de Kok and Graves (2004). Second, new strategies such as leagile, 
agile and responsive SCs as well as structural-functional reserves (like a pool of 
alternative suppliers from the VE concept) can be applied to make SCs more 
flexible in a wider sense of the word (Christopher and Towill 2001, Gunasekaran 
and Ngai 2009, Ivanov et al. 2007, Ivanov et al. 2010). The third one is related to 
better coordination in SCs and refers to the concepts like CPFR and ECR. Fourth, 
a set of postponed decisions (product postponement, rolling/adaptive planning) 
can be used. All these approaches can be called as SC excessiveness. 

The above-mentioned redundancies generally serve for two problem areas 
(Fisher 1997). First, they are intended to protect the SC against perturbation im-
pacts based on certain reserves (de Kok and Graves 2004). This issue is related to 
the SC reliability. Second, redundancies are created to amplify the fork variety of 
SC paths to react quickly and flexibly to changes of a real execution environment. 
This issue is related to SC flexibility (Vickery et al. 1999, Swafford et al. 2008). 
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6.3.1 Supply Chain Reliability 

The reliability of SCs is a complex characteristic of a non-failure operation, dura-
bility, recoverability, and the maintaining of SC processes and an SC as a whole; 
this is connected with the creation of a reserves system (the introduction of re-
source excessiveness) for the prevention of failures and deviations in SC proc-
esses.  

Recent literature has identified different methods to strengthen SCs to mitigate 
uncertainty impacts and ensure SC reliability. Different reliability reserves (mate-
rial inventory, capacities buffers, etc.) can be referred to. For this issue, valuable 
approaches and models for SC design and planning under uncertainty were elabo-
rated, widely presented in Tayur et al. (1999) and de Kok and Graves (2004).  

The formulation of strategic production–distribution models SCD has been 
widely investigated. Most of these formulations are introduced in the form of 
MILP models.  Beamon (1998), Tayur et al. (1999), Goetschalckx et al. (2002), de 
Kok and Graves (2004), Simchi-Levi et al. (2004), Harrison (2005), Chopra and 
Meindl (2007), Shen (2007) provide a systematic summary of OR on quantitative 
models for SCD. 

Yan et al. (2003) propose a strategic production–distribution model for SC de-
sign with consideration of bills of materials (BOM) formulated as logical con-
straints in a mixed integer programming (MIP) model.Graves and Willems (2005) 
developed a dynamic programme with two state variables to solve the SC configu-
ration problem for SCs that are modelled as spanning trees and applied it to opti-
mizing the SC con-figuration for new products. Kleindorfer and Saad (2005) pro-
vided a conceptual framework that reflects the joint activities of risk assessment 
and risk mitigation that are fundamental to disruption risk management in SCs. 
Meepetchdee and Shah (2007) develop a framework of logistical network design 
with robustness and complexity considerations and used an MILP model for con-
cept implementation.  

The main elements of the reliability reserves are time buffers, safety stocks, 
and additional facilities, reservation of capacities, and IT-based coordination and 
monitoring. These elements cause certain costs for the creation of the reliability 
reserves, their maintaining, and recovery handlings in the case of disruptions and 
application of these reserves to recover the SC processes, multi-variant and modu-
lar production. However, in the case of disruptions, these reserves may also be an 
income origin because of uninterrupted SC processes. 

6.3.2 Supply Chain Flexibility and Adaptation 

The flexibility of SCs is a property of a SC concerning its ability to change itself 
quickly, structurally and functionally depending on the current execution state and 
reaching SCM goals by a change in SC structures and behaviour. This is con-
nected with the creation of an adaptation system (with regard to operations and re-
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sources) for the prevention, improvement, or acquisition of new characteristics for 
the achievement of goals under the current environmental conditions varying in 
time.  

 Tachizawa and Thomsen (2007) empirically investigated the aspects of flexi-
bility related to the upstream SC. Coronado and Lyons (2007) investigated the im-
plications of operations flexibility in industrial SCs and the effect it has on sup-
porting initiatives designed for BTO manufacturing. Wadhwa et al. (2008) 
presented a study on the role of different flexibility options (i.e. no flexibility, par-
tial flexibility and full flexibility) in a dynamic SC model based on some key pa-
rameters and performance measures. (Swafford et al. 2008) showed that that IT in-
tegration enables a firm to tap its SC flexibility which in turn results in higher SC 
agility and ultimately higher competitive business performance. Ozbayrak et al. 
(2006) and Jang (2006) showed that flexibility is interrelated with adaptation. 

Adaptation is a changing of functioning and the abilities to function in unsettled 
conditions by a goal-oriented change of the SC parameters and/or structures. The 
main elements of the adaptation reserves are unification of management functions 
between different SC decision making points, “rolling” or adaptive planning, not 
final decisions (e.g. postponement), virtual reserves (e.g. alternative suppliers’ 
pool), dynamic pricing and flexible contracting. 

As with reliability, flexibility is enabled by the introduction of certain exces-
siveness (redundancy) in an SC. This also implies additional “unproductive” costs. 
However, in contrast to reliability, the application domain which stabilizes SCs by 
means of assessing the excessive resources in the case of disturbances, flexibility 
contributes to the flexible use of these excessive resources and even to the adapta-
tion of the excessiveness amount and structure to changes in the execution envi-
ronment (see Fig. 6 2).  
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Financial 
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Capacity 
reserves Inventory Time Postpone-

ment
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Fig. 6.2 Reliability and flexibility as an uncertainty cushion in SCs 

It is evident that through the adaptation, SC flexibility and reliability are inter-
related. From the dynamics point of view, the reliability elements can also be con-



References      89 

sidered as flexibility elements and the flexibility elements can also be considered 
as reliability drivers. This is quite natural because both the reliability and flexibil-
ity serve as an “uncertainty cushion” of a SC.Balancing the elements of flexibility 
and reliability, different constellations of service level, costs and stability can be 
analysed methodically well-founded and with regard to a risk covering strategy 
and an SCM strategy (see also Chap. 14 and Sect 15.3).  

From the perspective of the complexity management the problem of a system 
under control and uncertainty is related to an area under control (SC system space) 
and an area under uncertainty (environment space) (see Chap. 5). There are also a 
number of other interrelations between different verbal and formal SC properties 
with regard to uncertainty. These interrelations will be considered further in the 
next chapter. 
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Chapter 7 
STREAM: Stability-based Realization of 
Economic Performance and Management 

A business that makes nothing but money 
is a poor kind of business. 

Henry Ford 

7.1 Necessity for STREAM 

The problem of uncertainty is one of the key problems in SCM. In the literature, a 
set of methods and models to decrease the negative consequences of the influence 
of uncertainty on SCs is described. At a conceptual level, a set of works on risk 
management exists, directed, mainly, to the strategic level of decision-making.  

At the strategic level, increasing the SC stability becomes more and more im-
portant. At the tactical level of decision making, there is a large variety of devel-
opments on decreasing the influence of fluctuations of demand and mistakes in 
forecasts of demand (bullwhip effect), optimal inventory control, coordination of 
SCs, formation of a set of not final decisions (for example, the postponed differen-
tiation) or methods of rolling planning.  

At the operative level, various methods and models of scheduling and systems 
of SCMo and regulation in the case of the occurrence of deviations from the plan 
are presented. For the tactical and operational levels of decision making, in the lit-
erature, a number of techniques for the analysis of stability, flexibility and reliabil-
ity of deliveries are presented.  

Although there is a wealth of literature on planning economically optimal SCs, 
mitigating uncertainty in SCs, and event management in SCs, some crucial limita-
tions with regard to the main focus of our research should be named. These are: 

• the issues of SC economic performance and stability are not explicitly consid-
ered as a whole; 

• the conceptual frameworks of SCM under uncertainty are mostly strategic and 
hardly supported by consistent engineering quantitative models and methods to 
ensure SC stability at the tactical and operations levels; 

• lack of explicit integrated frameworks for SC analysis (monitoring and diagno-
sis) and decision making for SC performance recovery; 

• the issues in SC planning and execution are mostly considered in isolation 
without explicitly linking scenario-driven and event-driven management; and 

• the domination of qualitative methods in risk management while underestimat-
ing quantitative analysis techniques (sensitivity, stability, etc.) can be observed. 
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7.2 Economic Performance and Stability of Supply Chains:       
A Strategic Analysis 

7.2.1 The “Waterline” Concept for Stability Analysis 

Empirical analysis (see Fig. 7.1) of (1) the revenue decrease dynamics (both from 
material production or services and from stock exchange), (2) production/services 
volume decrease dynamics (due to demand fluctuations, supply breaks, and cash-
to-cash cycle breaks) and (3) costs decrease dynamics shows that: 

1. The impact of different perturbation factors is different at different economic 
cycle stages (growth, maturity, decrease, stagnation). 

2. At all the economic cycle stages, the revenue and production decrease dynam-
ics is different from cost reduction dynamics due to constant costs and middle- 
and long-term obligations.  

3. Significant problems in the maintenance of SC stability occur when enterprises 
are not able to meet their obligations with regard to creditors, shareholders, de-
liveries and procurement, and personal costs. 
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Fig. 7.1 The “waterline” stability concept and the area of perturbed environment tolerance 

The results gained lead us to the proposition of a certain “waterline” that would 
characterize the ability of the SC to take its obligations  

The “waterline” characterizes the so-called zero situation when SC enterprises 
are still able to meet their obligations but the revenue is equal to costs with zero 
profitability. In the case of market growth, it would be recommended to increase 
profitability and occupy a space over the “waterline”.  
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At the stages of growth and maturity, perturbation factors such as demand fluc-
tuations, technological breaks and theft/damage of cargo are the primary focus. In 
approaching the decrease/stagnation stages, the economic and political crisis 
should be taken into account. In any case, the profitability growth is to be fol-
lowed by stability analysis to ensure a necessary control influence space in the 
case of disturbances.  

In these settings, we propose to consider the ability of a SC to meet its obliga-
tions as the indicator of SC stability at the strategic level. At the tactical and op-
erational levels, we will propose to consider the stability of SC plans in the further 
course of this book. 

Another important aspect that is shown in Fig. 7.1 is the area of perturbed envi-
ronment tolerance ξ. This area reflects the temporal interval and characteristics of 
SC functioning from the perturbation influence to the return to the planned trajec-
tory or the selection of a new or a desired trajectory. In Fig. 7.1, the area of per-
turbed environment tolerance is shown for the situation when costs can not be re-
duced proportionally to the revenue and production decrease. Depending on the 
scale of this area and its placement with regard to the “waterline”, the SC can lose 
stability (trajectory α) or return to the stable state (trajectory β). 

Hence, in strategic SCP, the following factors should be taken into account: 

1. Costs cannot be reduced proportionally to the revenue and production decrease. 
This leads to the occurrence of the area ξ, which we called the area of perturbed 
environment tolerance. 

2. With regard to the scale of the area of perturbed environment tolerance and its 
placement to the “waterline”, the SC can either lose stability or return to a sta-
ble state. 

3. The area ξ does not practically occur for the SCs that are designed and planned 
taking uncertainty into account. In a theoretical formulation, this means that in 
these SCs there is a balance between the control area and the uncertainty area 
(see also Sect. 5.2).  

7.2.2 Factors of Stability Decrease and Maintenance  

The analysis of practical examples showed that the main factors of stability loss 
at the strategic level are as follows: 

• specialization and orientation to one market (or one client); 
• plans for unlimited profit growth; 
• high credit obligations; 
• lack of alternative suppliers; 
• high dependency on stock exchange; and 
• geographical concentration of SC facilities in only one region. 

At the tactical and operational levels, the factors are as follows: 
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• weak coordination of plans and information about demand and supply; 
• stockless processes; 
• weak control of cargo security; 
• technological breaks (machines, transport, information systems); and 
• human errors and false information management. 

To compensate for the disturbances, a large variety of control influences can be 
applied, i.e.: 

• SC security management; 
• capital reserves; 
• strategic material inventories; 
• market diversification and outsourcing; 
• product lines’ flexibility and modularity; 
• safety stocks and time buffers; 
• reserves of SC capacities; and 
• SC coordination, monitoring, and event management. 

All these measures are actually the adaptation reserves of SCs. They are charac-
terized by different degrees of operativeness (i.e. using safety stocks or market di-
versification). This once more confirms the significance of time and dynamics in 
SC models. In the further sections of this chapter, we will consider diverse interre-
lations in this problem area. In Chap. 14, we will provide the generic mathematical 
model construction for stability analysis.  

7.3 Terminological Basics of Global Stability Analysis at the 
Tactical–Operational Level 

The terminological question is one of the most thankless in economics sciences. 
We would immediately like to make clear that the concepts and properties that we 
will consider were used and are used by other authors with other meanings. More-
over, the definitions of certain abstract categories may also appear to be abstract. 
This is quite natural because they usually acquire their concrete meaning in a con-
crete engineering environment. Nevertheless, we consider it necessary to intro-
duce a logically interconnected system of definitions for correct research on the 
considered subject domain on the basis of SCM terminology and system-
cybernetic theories. In conclusion, we will note that the properties of systems can 
be interpreted in both a narrow and in a broad sense. The main SC properties and 
their interrelations are presented in Fig. 7.2. 

As mentioned above, these properties have been used in other literature, and 
sometimes with other meanings. The contribution of this framework is not how to 
name the property but to reflect all the related issues to ensure both SC economic 
performance and stability.  
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Fig. 7.2 Main properties with regard to the performance and stability of SC and their interrela-
tions  

The economic performance of a SC (in the wide interpretation) is a complex 
characteristic of the potential and real results of the SC functioning, taking into 
account the conformity of these results with the goals set by management.  

The stability of a SC (in the wide interpretation, the SC global stability) is a 
complex property of a SC, characterizing the ability of a SC to maintain, realize 
and restore goal-oriented functioning in ever changing execution environment un-
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der influence of perturbation factors of unauthorized purposeful and non-
purposeful characters.  

SC total performance is defined by two components: 

• the goal possibilities characterizing the potential ability of a SC to reach its 
goals in concrete environmental conditions; and 

• the stability of a SC functioning.  

The definition made above allows us to draw an important conclusion: the 
maintenance of a SC real performance according to the potential (planned) per-
formance is based on the maintenance of the SC stability. 

Control influence is an input positive influence on the object of the manage-
ment, intended for the achievement of the management goals. The set of control 
influences can be divided into two categories: the construction of SC plans, taking 
into account uncertainty, and the regulation (adaptive) control influences at a stage 
of a SC realization.  

The SC functioning (execution) is a process of control realization for achieve-
ment of SC goals at all three levels of planning.Unfortunately, any plan realization 
is related to the uncertainty along with the incompleteness of our knowledge of the 
future and the present (we cannot know all about our SCs). 

Uncertainty is a property characterizing the incompleteness of our knowledge 
about the system’s environment and its development. 

Perturbation influence, non purposeful and purposeful (see Chap. 5). 
Disturbance (perturbation influence) is an impossibility of the realization of the 

planned event (or a critical amount of events) according to the SC plan. 
The efficient state of a SC is a state in which the SC is capable of carrying out 

the set functions (proceeding from the management goals), maintaining the values 
of key performance parameters within the demanded limits. 

The disabled state of a SC is a state at which the SC does not carry out at least 
one of the functions (proceeding from the management goals) and the values of its 
key performance parameters move outside the demanded limits. 

Deviation is a short-term transition of a SC from an efficient state to a disabled 
state, which does not lead to a loss of manageability. Deviation withdraws without 
external influences. Deviation is characterized by a supernumerary situation. 

Supernumerary situation is a supernumerary mode of SC functioning in which 
several indicators of SC performance are outside the intervals of a regular mode in 
such limits where there is no disruption or catastrophe threat. 

Disruption is the transition of a SC from a planned state to an unplanned state 
in which the achievement of the SCM goals without additional control influences 
is impossible. 

Disruptions can be divided into four levels: a critical situation (disturbance of 
one process), a dangerous situation (disturbance of several processes), a situation 
of plan disruption (disturbance of many processes), and a catastrophic situation 
(disturbance of the overwhelming majority of processes). 

Critical situation is a supernumerary mode of functioning in which the indica-
tors of SC performance are outside the intervals of a regular mode in such limits 
where there is a real threat of disruption of the plan or a catastrophe.  
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Process correction is an end result of a critical situation; adaptation by means 
of operative changes in processes with the use of reserves (for example, safety 
stocks). 

Dangerous situation is a supernumerary mode of functioning in which the indi-
cators of SC performance are outside the intervals of a regular mode in such limits 
where the plan disruption or a catastrophe is almost inevitable. Liquidation of a 
dangerous situation is carried out on the basis of a plan correction. 

Plan correction is an end result of a dangerous situation; adaptation by means 
of changes in control plans (for example, changes of the delivery time of produc-
tion). 

A situation of the plan disruption is a supernumerary mode of functioning dur-
ing which the SC passes from efficient to such a disabled state where it is neces-
sary to execute re-planning for the transition to an efficient state. Liquidation of a 
situation of the plan disruption is carried out on the basis of re-planning, i.e. a 
change of the tactical plan. 

Replanning – an end result of a situation of disruption of the plan; adaptation 
by means of changes in tactical plans (for example, changes of manufacturing vo-
lumes). 

Catastrophic situation is a supernumerary mode of functioning during which 
the SC passes from efficient to a disabled catastrophic state in which the transition 
to an efficient state is essentially excluded and/or is economically inefficient. Liq-
uidation of a catastrophic situation is carried out on the basis of the changes in 
SCM goals and financial plans, i.e. changes in the strategic plan change. Actually, 
this situation leads the strategic management to the formation of new SCs and 
their management systems. 

The security of SCs is the resistance to the external, not authorized actions de-
veloped to cause damage or to break a SC; a set of measures to protect the SC as-
sets (product, facilities, equipment, information and personnel) from theft, damage 
or terrorism, and to prevent the introduction of unauthorized contraband, people or 
weapons of mass destruction into the SC. 

The resilience of SCs is the property of SCs consisting of their ability to main-
tain a regular mode of functioning in predicted conditions of purposeful influence 
of de-stabilizing factors and to exclude the possibility of transition from a regular 
mode to a situation of the plan disruption or a catastrophe in not predicted condi-
tions of influence of predicted destabilizing and/or unpredicted risk factors. 

The vulnerability of SCs is the resistance to external perturbation influences 
(planned and not planned) of a casual character. 

The stability of an SC (narrow interpretation; BIBO stability) is the property of 
the SC functioning; the state of a SC that is in a planned mode of functioning is 
stable if considering the fixed set of admissible control influences limited and 
small perturbation influences lead to limited and small changes of goal variables.  

The reliability of SCs – see Chap. 6 and Sect. 7.4.1. 
The robustness of SCs – a property of a SC consisting of its ability to continue 

its functioning at a certain level of perturbation influences. 
The flexibility of SCs – see Chap. 6 and Sect. 7.4.1. 
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The adaptability of SCs – an ability of a SC to change its behaviour for preven-
tion, improvements or acquisitions of new characteristics for the achievement of 
SC goals in the conditions of environment varying in time, the aprioristic informa-
tion about which dynamics is incomplete. 

7.4 Interrelations of Properties 

In Table 7.1, the basic elements of the SC synthesis and analysis with regard to 
uncertainty are presented.  

 

Table 7.1 Basic elements of SC synthesis and analysis with regard to uncertainty  

Control (adjustment) impacts Perturbation impacts 

Excessiveness 

Kinds of 
impacts 

Reserves Adaptation 

Purpose-
ful 

Occasional 

Strategic Strategic mate-
rial inventory 

Asset reserves 

Market diversification 

Product modularity 

Outsourcing 

Terrorism 

Piracy 

Economical 
crises 

Political cri-
ses 

Natural dis-
asters 

Tactical and 
operational 

Time buffers 
Safety stocks 
Additional 
warehouses  
Reservation of 
capacities 
IT-based coordi-
nation and moni-
toring 

Unification of manage-
ment functions  

“Rolling” or adaptive 
planning 

Not final decisions (e.g., 
postponement 
 Virtual reserves (e.g., al-
ternative suppliers) 

Dynamic pricing 

Thefts 
and dam-
age of 
cargo 

Financial 
mishan-
dling 
 

Bullwhip ef-
fect 

Technologi-
cal disrup-
tions 

Human errors 

Business 
properties 

Reliability Flexibility Security Vulnerability 

Attribute 

properties 

Robustness Adaptability Resil-
ience 

BIBO stabil-
ity 

General 
property 

 
SC global stability 

 
The conceptual model of properties’ interrelations is based on conceptualizing 

the subject domain from uniform SCM and system-cybernetic positions by means 
of the interconnected considerations of: 

• control and perturbation influences in SCs; and 
• verbally describable properties of a SC as a business process and theoretically 

attributed properties of an SC as a complex system. 
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As shown in Table 7.1, two classes of control and perturbation influences are 
allocated, accordingly. To each of these classes, the basic concepts, business prop-
erties (verbally attributed properties) and formal mathematical properties (theo-
retically attributed) are correlated. The choice of these properties is mostly based 
on modern literature on SCM. 

The SC stability can be defined by a set of verbally describable SC properties 
as a business process and theoretically attributed SC properties as a complex sys-
tem (see Table 7.1).  

On the basis of the literature analysis, we have suggested distinguishing four 
properties of an SC – business process security, vulnerability, reliability and flexi-
bility and four theoretically attributed properties of an SC corresponding to them – 
resilience, BIBO-stability, robustness, and adaptability. The interrelation of the 
given properties is capable of giving a complete picture about various aspects of 
perturbation influences (purposeful and not purposeful) and control influences (in 
planning and in adaptation) in an SC. 

7.4.1 Robustness, Adaptability and Adaptation 

In technical systems, by robustness, a property of system reliability and “rough-
ness” is understood. The analysis of robustness allows one to answer the follow-
ing basic question: “What level of perturbation influences is the SC capable of 
sustaining?” 

We suggest using the robustness as a formal attribute of an estimation of SCs 
reliability. The creation of SC reliability is based on introducing certain redun-
dancy (reserves) in a SC, for example, time puffers, safety stocks, additional 
warehouses, reservation of capacities and IT-based coordination and monitoring. 
An SC may be said to be “robust” if it is capable of coping well with variations 
(sometimes unpredictable variations) in its operating environment with minimal 
damage, alteration or loss of functionality. Robustness in the concept STREAM 
characterizes the SC plan concerning its basic indicators of economic performance 
and reliability.  

Another characteristic of SCs is adaptability. Adaptability is a formal attribute 
of the SC flexibility. It is possible to establish multi-variant and modular produc-
tion, to carry out unification of the SCM functions, to use methods of “sliding” or 
adaptive planning, to form a set of not final decisions (e.g. postponement), and to 
create so-called virtual reserves of adaptation by means of an alternative suppliers 
pool (as known form the VE concepts). 

In the previous Chapter, we defined reliability and flexibility and considered 
their interrelations. While considering reliability and flexibility into a SC, it is ne-
cessary to understand the SCM strategy. Examples of such a strategy can be:  

• the maintenance of the SC reliability (i.e. the introduction of a maximum level 
of redundancy into an SC to reduce to a minimum the necessity for regulation 
in an SC; the so-called strategy of risk prevention); 
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• maintenance of the SC flexibility (i.e. the basic emphasis is made not on the in-
vestment in the SC reserves, but on the effectiveness of “management by ex-
ception”); and 

• transfer of risk to the third parties (i.e. investments are made not in the SC 
strengthening but in the payment of penalties on the basis of contracts with the 
insurance companies; the so-called strategy of risk financing or acceptance). 

The control influences providing both the reliability of the plan and its flexibil-
ity can be used for the adaptation of an SC. 

Generally, adaptation is understood as the property of a system consisting of 
the continuous changes of its functioning and the abilities to function in unpre-
dicted conditions by a goal-oriented adjustment of the process parameters and/or 
structures. Adaptation answers the following basic question: “What actions, when, 
and by whom should be undertaken for the liquidation of consequences of devia-
tions and disturbances in an SC for the recovery of the planned or transition to a 
new control mode of SCs, providing the achievement of the management goals for 
the performance of SCs and the satisfaction of the customer requirements?” 

SC adaptability is tightly interrelated with SC complexity. In practice, new ad-
vertisement companies in SCs start almost every week. If the SCs are designed in 
too complex a manner, they are unable to react quickly enough and to be managed 
effectively. Hence, manageability also becomes interconnected with SC complex-
ity and adaptability. The developed concept of complex SC adaptation is com-
posed of five levels. Each level represents a certain control loop corresponding to 
a certain class of disturbances in the SC functioning. Table 7.2 provides a system-
atic view of the levels of complex adaptation concept.  

Table 7.2 Levels of complex adaptation concept 
 

 Adaptation 
level 

What is 
adapted? 

How can it be 
adapted? 

Management 
horizon 

1 Parametric 
adaptation 

SC 
parameters 

Capacities 
reconfiguration, 
rush orders, etc.  

Operative 

2 Structural-
functional 
adaptation 

SC structures Operations 
reallocation, 
supplier changing 

Operative-
tactical 

3 Goal 
adaptation I  

SC goals Project goal 
adaptation, e.g. 
delivery delay 

Tactical 

4 Model 
adaptation 

SC models Introduction of new 
parameters, structures, 
restrictions and goals 

Tactical-
strategic 

5 Goal 
adaptation II 

SC 
strategies 

Management goal 
adaptation  

Strategic 
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The control loop (1) is based on parametrical SC adaptation (correction of 
processes) in a case when the elimination of the deviations is revealed as a result 
of SC functioning monitoring by updating some parameters of SC functioning 
(e.g. terms of operations execution, a stock rate, etc.). In the case of the impossi-
bility of updating an SC by parametrical changes, it is necessary to carry out cor-
responding structural transformations (a loop 2 – structural SC adaptation). The 
given stage puts higher requirements onto information systems supporting deci-
sion making and demands the complex problem analysis in close interaction of the 
involved SC participants. If structural-functional adaptation does not bring about 
the desirable effect, regulation by updating the goal parameters (for example, the 
deliveries re-termination, increase in costs etc.) is necessary (control loop (3)).  

It is necessary to note, however, that, owing to the influence of various objec-
tive and subjective factors, internal and environmental, there are changes not only 
in the SC plans, but also in the conditions of plan realization. This means that ini-
tial models of SC planning and an execution can cease to be representative and 
adequate. A feature of the proposed adaptation concept is control loops (4) and 
(5), intended for the adaptation of SCM models, and also the SCM goals. The 
model in loop (4) is a metamodel describing the adaptation of SCM models ac-
cording to changing conditions of SC functioning and the acquisition of the new 
information on the system. Loop (5) represents the highest level of SC adaptation 
when the disturbances in SC execution are so serious that the achievement of the 
primary goals of top management is np longer possible.  

7.4.2 Resilience and BIBO Stability 

Let us turn to the “negative” side of the framework. Resilience and BIBO stability 
reflect the system’s ability to return to its original (or desired) state after being dis-
turbed. The concept of stability plays a fundamental role in systems and control 
theory. In control theory, stability is usually signified by BIBO (bounded input 
bounded output) stability (see, e.g. Stefani et al. 2002), i.e. if we give the system a 
bounded input (e.g., a simple impulse), the system produces a bounded output. In 
mathematics, stability theory deals with the stability of differential equations and 
dynamical systems solutions.  

With regard to BIBO stability, Warburton et al. (2004) provided a stability 
boundary for the continuous time APIOBPCS (Automatic Pipeline, Inventory and 
Order Based Production Control System) SC ordering decision. The study pro-
posed stability criteria of APIOBPCS via Padeґ approximation, the Routh Hurwitz 
array and the Nyquist criteria. The correct stability criterion compared with that of 
Riddals and Bennett (2002) has been calculated via Bellman and Cooke’s theo-
rem. 

Disney et al. (2006) provided an extensive overview of control theory based 
approaches for security analysis. The paper conducted an analysis of an ordering 
and inventory control algorithm in both continuous and discrete time for a produc-
tion and inventory control system employing a generalized order-up-to policy. 
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Dashkovskiy et al. (2005) proposed a small-gain type stability criterion for large-
scale networks based on Lyapunov’s stability. 

Stability can be estimated by means of different approaches – Nyquist, Hur-
witz, Routh, or with the cross-over model of McRuer (see, e.g. Disney and Towill 
2002), who have analysed the stability of a discrete time system by mapping it in-
to the plane using the Tustin transform and the Routh–Hurwitz array). The stabil-
ity analysis is especially useful in situations that do not allow the construction of 
stochastic models. The stability analysis allows the proving of the execution plan 
feasibility, the selection of a plan with a sufficient degree of successful accom-
plishment probability from a set of alternative plans and the determination of SC 
bottlenecks and steps to strengthen them. 

The primary question, which BIBO stability analysis answers, is the following:  
“Is a SC able to return to the initial (planned) state or to stay for a certain period of 
time within the admissible functioning area under the pressure of appearing dis-
turbances?” 

Resilience is a category that is usually related to SC security. According to the 
studies by Rice and Caniato (2003), Sheffy (2005), Glickman and White (2005) 
and Peck (2007), resilience refers to the ability to react to unexpected disruptions 
and to restore normal SC operations after being disturbed.    

Within the STREAM concept, resilience characterizes the ability of the system 
to continue performance of its functions in the case of the occurrence of various 
deviations and disturbances caused by purposeful destroying influences, and 
BIBO stability – by non-purposeful perturbation influences.  

Recent studies (Rice and Caniato 2003, Sheffy 2005, Peck 2007, Ponomarov 
and Holcomb 2009) indicate frameworks for SC resilience. Here, it is necessary to 
pay attention again to the aspect that, unlike technical systems, people cope with 
SCs, instead of automatic monitors. In this connection, important conclusions 
arise: the SC cannot be resilient and stable, continue functioning, return to the 
planned states or pass into a new condition, and thus remain thus effective without 
the realization by managers of corresponding managerial influences. The decisions 
taken by people, instead of automatic machines, provide basis that leads to the SC 
functioning under the influence of various perturbation factors. Resilience and 
stability in such a context are closely connected with the SC adaptation. 

The property of stability appears to be connected to the volume of the area of 
possible control influences, the expansion of which leads to a stability increase. 
However, with cardinal changes in this area, the system develops, acquires new 
properties and parameters, and, hence, possesses other stability properties. A simi-
lar system change can be reflected in the form of spasmodic change of its trajec-
tory in the state space. Such behaviour is investigated in the theory of dynamic 
systems with the use of the bifurcation point concept (Prigogine and Nicolis 
1977). From here, it follows that the analysis of dynamic SC properties should be 
made in certain preliminary areas of change of structural parameters and output 
variables, since on different sites of a trajectory in the state space (between the bi-
furcation points), SCs, generally have a variety of dynamic properties. 

With regard to the stability of non-linear systems, asymptotic stability is ap-
plied. For the stability of linear systems, exponential stability is used. In physics, 
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the mechanisms of instability are also used. A related property is the system stabi-
lizability. That means that, when all the uncontrollable states have stable dynam-
ics, the system may be potentially stabilized. 

Stability can be expressed numerically; one can also talk about “more or less” 
stable plans. A SC cannot be stable “in general”. The stability analysis includes 
the following main aspects: a fixed variety of possible control adjustment actions, 
a certain period of time, a certain set of perturbations considered and algorithm 
stability. It is essential that system stability is defined according to certain classes 
of disturbances under consideration (see Fig. 7.3). 

Fig. 7.3 Stability analysis framework 

An aspect of stability analysis is SC oscillation analysis in terms of system dy-
namics. Sterman (2000) introduces three classes of oscillations: damped oscilla-
tions, expanded oscillations, and chaotic oscillations. SC stability analysis is car-
ried out within a certain period of time, because of time delays between the 
occurrence of disturbance factors and their impact on the SC.  

A special feature of SC stability analysis consists of adjustment actions elabo-
rated by managers. A SC differs from a physical system. The latter is remarkable 
for its planning mechanisms, which have elements of subjectivism. That is why it 
becomes necessary to broaden the sense of “stability” when considering an SC. 

7.4.3 Supply Chain Global Stability and Manageability 

Literature analysis leads us to the conclusion that the concept of stability plays a 
fundamental role in systems and control theory. While synthesizing a system of 
any nature, ensuring system stability and, more precisely, the stability’s continued 
existence is a first-order requirement. In its development, stability comes to be in-
terpreted in different ways beginning with the classical BIBO stability up to non-
quantified “conceptual” stability. The understanding of stability depends greatly 
on the system considered as well as on the methods and goals of system analysis.  

In SCM, the issues of stability have attracted increased attention and interest in 
recent years (e.g. Daganzo 2004, Warburton et al. 2004, Ostrovsky 2008). Besides 
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the above-mentioned research on BIBO-stability, different research streams on SC 
stability can be identified.  

Cheng and Wu (2006) elaborated a multiproduct, multicriteria supply-demand 
network equilibrium model. For the case with multiple criteria, they derive the 
necessary and sufficient conditions for network equilibrium in terms of a vector 
variational inequality by Gerstewitz’s function when the cost function is vector 
valued. Quyang (2007) analysed the bullwhip effect in multi-stage SCs operated 
with linear and time-invariant inventory management policies and shared SC in-
formation. Ostrovsky (2008) studied matching in vertical networks, generalizing 
the theory of matching in two-sided markets. Yang et al. (2008) investigated how 
the stability affects the alliance performance in a SC in the context of manufactur-
ing firms. However, although there is a wealth of literature on stability in SCs, 
some crucial limitations in regard to the main focus of our research should be 
clarified. 

First, the issues of SC economical efficiency and stability are not explicitly 
considered as a whole. Only a few studies have dealt with this domain. Van de 
Vonder et al. (2007) evaluated several predictive–reactive resource-constrained 
project-related scheduling procedures under the composite objective of maximiz-
ing both the schedule stability and the timely project completion probability. Son 
and Venkateswaran (2007) proposed a novel architecture that allows a multi-scale 
federation of interwoven simulations and decision models to support the integrated 
analysis of stability and performance in hierarchical production planning for sup-
ply networks.  

Second, the known approaches do not consider the active (autonomous and 
goal-oriented) behaviour of the SC organizational units. Such an enhancement of 
the control theory-based models is mandatory, because SCs evolve through mana-
gerial actions and not through laws of physics and mechanics. Third, the issues of 
SC planning and execution are mostly considered in isolation without explicitly 
linking scenario-driven and event-driven management.  

Without launching into a discussion on terminological issues, we will consider 
the SC property to approach the real SC performance with the planned one under 
the colliding SC processes in the real perturbed execution environment with re-
gard to the variety of execution and goal criteria as the SC global stability (see ex-
act definition in Sect. 7.3). 

This understanding of SC global stability is tightly interconnected with such SC 
properties as controllability and observability, which play a crucial role in the de-
sign of control systems via the state space. These two conditions are of a dual na-
ture and determine the existence of a complete solution to the control system syn-
thesis problem (Ogata 1997, Lalwani et al. 2006). In general, the concept of 
controllability reflects the ability to move a system around in its entire configura-
tion state space using only certain admissible manipulations. Depending on the 
type of models and systems considered, the definition of controllability varies 
(Cobb 1984, Koumboulis and Mertzios 1999).  

However, limitations to the application of the controllability concept and mod-
els from the automatic control theory to the SCM domain exist. As we discussed 
in Chap. 5, SC systems move and evolve not through mechanical laws or auto-
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matic signals but through management decisions. In this setting, we see two prob-
lems that require an amplification of the controllability concept with regard to the 
SCM domain. 

First, the SC models do not provide explicitly defined input–output structures. 
A possible way to consider the controllability in these settings is the behavioural 
frameworks of system dynamics (Polderman and Willems 1998). Kaneko et al. 
(2006) presented an approach to investigate the controllability and the achievabil-
ity of discrete event systems within Willems’s behavioural framework.  

Second, the above-mentioned issue of achievability (or attainability) of a sys-
tem’s goals plays a significant role. These goals can be achieved only if there are 
enough control actions to guide the system to the achievement of its goals in a real 
execution environment with negative perturbation influences. Indeed, the 
achievement of the balance between the available control actions subject to a cer-
tain scale of perturbation influences makes the SC controllable and leads to its 
stabilization. Hence, both state and output controllability should be considered si-
multaneously.  

Based on the two issues stated above, we propose to consider the aspects of SC 
controllability and achievability as one property, named manageability. We prefer 
to use the term manageability instead of controllability with regard to the SCM 
domain. The SC manageability may be defined as a general system property to 
generate, implement, analyse and adjust managerial actions to lead the system to 
the achievement of its goals. When considering the above-mentioned concept of 
SC global stability and the manageability concept, it becomes evident that these 
concepts are mutually interrelated. The manageability is tightly interconnected 
with complexity and optimality (see also Sect. 5.3). Even the investigations into 
this triangle may potentially provide new insights into SCM and engineering.   

The formal models of SC global stability estimation will be considered in 
Chaps. 10 and 14. Finally, we note that the proposed term “SC global stability” 
should not be confused with stability as a whole and the hyperstability of Ashby 
(1956), Lyapunov (1966), and Popov (1973). We introduce the concept of SC 
global stability for a SC as a system that evolves by management actions and un-
derstanding under the global stability as follows: for the achievement of the SCM 
goals, balancing positive control and negative perturbation influences is precondi-
tioned.  

The idea of this approach to stability is to a certain extent similar to the issue of 
SC performance and risk management (Ritchie and Brindley 2007). In both cases, 
the problem consists of analysing potential SC goals and uncertainty that may ne-
gatively affect the achievement of these goals in a real perturbed execution envi-
ronment. However, while risk management tries to estimate this constellation from 
the prospective point of view (from a certain planning instant of time up to the end 
of the planning horizon considered), the global stability approaches the issues 
from a dynamic point of view.  

The dynamic interpretation of stability is the main distinguishing feature of the 
proposed approach. This dynamic interpretation consists of the following compo-
nents: 
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• establishing concrete links to concrete processes, operation and parameters of 
SC execution dynamics through explicit interconnecting with the structure and 
operations dynamics models; 

• considering not only the likelihood of a project’s success but also the concrete 
adjustment steps for handling and adapting SCs in the case of disruptions based 
on the explicit interconnection of the stability and adaptability; and 

• explicit interlinking of the planning, monitoring, and adjustment models.  

This problem statement requires other mathematics, as in classical non-linear 
stability. However, the ideas of the global asymptotic stability to consider stability 
as a dynamic SC property that emerges through controlled adaptability on the ba-
sis of feedback loops (Casti 1979) fit into the SCM domain very well (see also 
Sect. 14.3). These interrelations will be considered later.   

7.5 Example of Decision Making in the Case of Perturbation 
Influences 

Let’s consider the general conceptual scheme of decision making on SC planning 
under uncertainty (see Fig. 7.4).  

Goals
Plan / Schedule

Perturbation 
impacts

Real 
execution

Monitoring

Control actions

Plan correction

Adjustment

Re-
planning

Process 
correction

 

Fig. 7.4 The SC planning system with positive and negative feedbacks (from Ivanov 2009) 
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On the basis of the goals of the higher level of a SC, plans are formed. During 
SC functioning, the conformity of the actual course of events with the planned 
values is analysed. In the case of deviations (negative perturbation impacts), the 
necessary managerial influences (positive control influences) on the correction of 
processes and plans as for as SC configuration upgrade will be taken. The given 
scheme describes the basic functions of SCM under conditions of interaction with 
a perturbed environment. Such a scheme can be realized on each of three levels of 
decision-making (strategic, tactical and operative). The interrelation of these three 
management levels is very important, since it allows us to realize the construction 
of realistic plans balanced with each other, and to provide feedback for the adapta-
tion of these plans taking into account the real performance of SC processes. Let 
us consider a concrete example of the analysis of the perturbation influences and 
the adaptation of an SC. In Fig. 7.5, the logic scheme of the analysis concerning 
the perturbation influences on SCs is presented. 

No 
disturbanceDisturbance

Negative perturbation 
influence

Stable state

Deviation Disruption

Stable state Critical situation Plan disruption Catastrophe

Unstable state 
with correction 

possibilities

Unstable state 
with recovery 
possibilities

Unstable state 
and loss of 
resilience  

Fig. 7.5 The logic scheme of the analysis concerning the perturbation influences on SCs and their 
adaptation possibilities 

Let’s observe an example. As a result of the perturbation influence “Delay in 
delivery from the supplier”, the SC can appear in an efficient or in a disabled state. 
In the case of a disabled condition, it is a question of disturbance in the perform-
ance of the SC function “Start manufacturing a product lot” owing to the absence 
of the materials (a deviation in the parameter “Start term of manufacturing”). Fur-
ther, this disturbance can be classified as a disruption or deviation. 

In the case that the broken function nevertheless can be executed (i.e. the pa-
rameter “End term of manufacturing a product lot” does not deviate from the 
planned value) without correcting managing influences, for example, on the basis 
of the safety stock use, it is a question of deviation. If the function can be executed 
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only with the application of control influences, it is a question of disruption, 
which should be eliminated on the basis of managerial decisions on the recovery 
of an efficient SC state (for example, process corrections on the basis of the urgent 
material acquisition from other suppliers; see parametrical adaptation).  

In the case of the impossibility of performance of all the planned orders accord-
ing to the goals (delivery time, costs, quality), plan correction, for example, the 
redistribution of the resources between various orders, the attraction of additional 
suppliers, etc. is necessary. If there is a situation of plan disruption, goal adapta-
tion is necessary, i.e. replanning (for example, changes in delivery times). An ex-
treme case of failure is a catastrophic situation, when the recovery of the SC plans 
(at all three levels of management) is impossible and a new strategy and control 
system for the SC is necessary. In this case, it is possible to talk about the loss of a 
SC’s resilience and stability.   

7.6 General Algorithms of Supply Chain (Re)planning Under 
Uncertainty 

7.6.1 General Algorithm of Supply Chain Planning 

Let us consider the general logic scheme of decision making on the choice of a SC 
plan, taking into account SC reliability and flexibility. It consists of 10 steps, 
which will be considered below. 

Step 1. The uncertainty analysis and risks identification  
In the first step, a decision maker analyses the uncertainty and identifies the risks. 
Methods of risk management can be widely used in this step. 

Step 2. The risks analysis in an SC  
At this stage, there is a linkage of the identified risks to concrete parts and events 
in a SC. The influence of risk on a SC, in particular on key operations in an SC, 
will be defined along with revealing critical stages and operations in an SC. The 
given analysis can be realized on the basis of expert methods and with the use of 
the sensitivity theory. 

Step 3. The development of managerial actions scenarios in the case of dis-
turbances in a SC 
At the given stage, the revealed “bottlenecks” in an SC and the potential perturba-
tion influences are brought into correspondence with certain control influences. 
Scenarios of the actions of managers (for example, as EMP (Event Management 
Plan)) are developed here. 

Step 4. Introduction of redundancies for the SC strengthening  
The given stage is intended for the creation of certain reliability and flexibility re-
serves (safety stocks, reserve channels, a pool of alternative suppliers, a system of 
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information coordination, the formation of a set of not final decisions) for the SC 
strengthening, especially its bottlenecks and key operations. A range of SC vari-
ants with different levels of redundancy are under construction empirically, each 
of which is estimated in the following stage. 

Step 5. SC BIBO stability analysis 
At the given stage, there is an estimation of different SC configuration and plans 
to different areas of reliability and adaptability under the influence of different ar-
eas of perturbation influences. 

The stability analysis allows the definition of the admissible borders of devia-
tions in SC execution parameters and of the possibility of returning the SC to a 
planned (or wished for) state after disturbance. As a result, some zones of stability 
are defined, to each of which there corresponds a certain level of necessary control 
influences. The given idea is presented in Fig. 7.6. 

Fig. 7.6 SC parametrical stability analysis  

Figure 7.6 shows an extract of one execution performance parameter ∆ pi and 
one final goal J1. Various deviations ∆1….∆4  from the ideal parameter values pi(t) 
correspond to three classes of SC states: the SC state is stable and no adjustments 
are needed (deviation ∆1), the SC state is stable, but adjustments are needed (de-
viations ∆2 and ∆3), and the SC has lost its stability (deviation ∆4, the final goal 
cannot be achieved any more under the current conditions, i.e. considering a fixed 
variety of possible adjustment actions, a certain period of time, and a certain set of 
deviations as well as algorithm stability). Such an analysis must be performed for 
each execution parameter at all the relevant instants of time and regarding each fi-
nal goal. In simple issues it can be realized via expert methods and analytical algo-
rithms. Practical complex problems require other techniques to take into account 
dynamics and multiple criteria. This approach will be presented in Chap. 14. 

Stability analysis can be applied to the unpredictable events problem. In this 
case, it is not important what has caused a disturbance, but it is important that we 
can estimate the influence of the disturbance on the SC operation parameters. Fur-
ther, these disturbances can be correlated with certain earlier admissible values of 
parameter deviations calculated for other “planned” events and to take correspond-
ing measures of adaptation.  
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Step 6. An estimation of costs for the elimination of redundancies and distur-
bances 
At the given stage, there is a cost estimation of various measures for the strength-
ening and adaptation of SCs. The block of costs for the maintenance of SC reli-
ability and flexibility along with the “productive” costs (e.g., the total costs of 
ownership) form the basis for an estimation of cumulative costs in a SC as a result. 
It is possible to present the results of this step in the following form (see Fig. 7.7). 

On the basis of expert methods, there is an elimination of part of the alternative 
plans considered in stage 5 (for example, owing to unrealistic costs for the reliabil-
ity and flexibility maintenance or plans with an unacceptably level of stability). 

SC Reliability SC Flexibility SC Adaptation SC 
Processes
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Fig. 7.7 SC cost assessment with regards to the reliability and flexibility  

Step 7. The formation of a set of alternative SCs 
At the given stage, the set of alternative SCs received after the performance of 
step 6 is formed. 

Step 8. The final analysis of the SC stability 
The same as in step 5, but on the narrowed set of alternatives and taking into ac-
count costs for SC reliability, flexibility, and adaptation. 

Step 9. The results’ calculation and analysis according to the SC economic 
performance and stability 
The given stage consists of the analysis of the alternative SCs generated in step 8 
concerning the level of SC economic performance and stability. The results’ cal-
culation and analysis according to the SC economic performance and stability can 
be represented in the form of Table 7.3. 

Table 7.3 The simple analysis of alternative SC chains 
 

 Turnover Costs Profit Stability Profit in the worst case 

SC 1 J11 J21 J31 J41 J51 

SC 2 J12 J22 J32 J42 J52 

SC 3 J13 J23 J33 J43 J53 
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Each of the estimated alternative SCs as a result is characterized by certain in-
dicators of profitability and costs. Table 7.3 reflects the results with regard to one 
level of control impacts and one level of perturbation impacts. In Table 7.4, an 
overview of the total results is presented. 

Table 7.4 The complex analysis of alternative SC chains 

Supply 
Chain 1

Perturbation impact 1

Turnover

Control 
Influence

1

Supply 
Chain 2

Supply 
Chain 3

Perturbation impact 2 Perturbation impact 3
Control 

Influence
2

Control 
Influence

3
CI 1 CI 2 CI 3 CI 1 CI 2 CI 3

Turnover Turnover Turnover Turnover Turnover Turnover Turnover Turnover

Turnover Turnover Turnover Turnover Turnover Turnover Turnover Turnover Turnover

Turnover Turnover Turnover Turnover Turnover Turnover Turnover Turnover Turnover

Costs Costs Costs Costs Costs Costs Costs Costs Costs

Costs Costs Costs Costs Costs Costs Costs Costs Costs

Costs Costs Costs Costs Costs Costs Costs Costs Costs

Stability Stability Stability Stability Stability Stability Stability Stability Stability

Stability Stability Stability Stability Stability Stability Stability Stability Stability

Stability Stability Stability Stability Stability Stability Stability Stability Stability
 

Table 7.4 reflects the results with regard to all the considered levels of control 
impacts and all the considered levels of perturbation impacts. The decision-makers 
can analyse different interrelations of SC performance and stability, and select the 
most preferable one from a number of alternatives in accordance with the individ-
ual risk perception. The final choice of a SC configuration or plan occurs on the 
basis of managerial individual preferences and the risk perception.  

Step 10. The final choice of a SC configuration or plan  

The final choice of a SC configuration or plan occurs on the basis of managerial 
individual preferences and the risk perception. 

7.6.2 General Algorithm of Supply Chain Replanning 

At the stage of SC execution, SC monitoring and regulation are carried out. There 
is a gathering of the primary information on the movement and security of deliver-
ies on the basis of various technologies (for example, RFID or bar codes). These 
actual data are transferred to the level of analytical information systems. There, 
there is an initial processing of the information, its analysis concerning conformity 
to plans, and the notification of participants about possible deviations on the basis 
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of the SC monitoring system. These data are transferred to the process level 
where, on the basis of the event management method, control influences for the 
elimination of the arising deviations will be elaborated (see Fig. 7.8). 

Fig. 7.8 SC operability analysis (from Ivanov et al. 2010) 

Let’s consider the general logic scheme of decision making on the elimination 
of disturbances in SCs. 

Step 1. The analysis of conformity of actual and planned goals 
At the given stage, a comparison of the actual values of parameters and the goals 
of SC execution with the planned values is carried out. If the arising deviations in 
aggregate do not lead to a loss of stability and the SC maintains a stable state, ne-
cessities for correcting control influences are not present. Otherwise, a transition 
to step 2 is necessary. 

Step 2. Alerting managers about the necessity for taking regulating decisions 
In the case where perturbation influences lead to a loss of stability and the SC los-
es its stable state, regulating control has an influence. On the basis of the actual 
stability analysis data and the planned scenarios of recovering the SC operability, 
a certain set of actions on the restoration of a planned (or wished for) course of 
events is proposed to managers. 

Step 3. Decision-making on the SC adaptation 
Taking operative decisions is based on a system comparison of various kinds of 
control influences with various levels of parameter deviations of the SC gained on 
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the basis of the stability analysis. For this analysis, the technique of integration of 
the SC adaptation concept with the stability analysis  is proposed. 

Figure 7.8 depicts different variants of system behaviour changes in the case of 
any perturbation impacts on the system state S1

(u) of the initial execution plan. The 
perturbation impacts may cause various execution parameter deviations ∆ pi and 
an operability decrease regarding the final goals J (t=end) = {J1….., Jc}. To match 
the system stability analysis and recover the SC operability and global stability, let 
us apply the above-mentioned complex SC adaptation concept (see Fig. 7.9).  
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Fig. 7.9 Integrated stability and adaptation analysis (from Ivanov 2009) 

As shown further in Fig. 7.9, the SC functions are explicitly divided into the 
planning (process management level) and execution (event management level) 
stage. This is an essential point, because the process will be presented as events. 
This will be considered later. At the planning stage, different reserves to mitigate 
uncertainty and to ensure SC security are built. This results in a number of alterna-
tive SC plans with different values of economic performance and stability indices. 
The planning ends with the simulation of different execution scenarios for differ-
ent SC configurations and plans with a subsequent evaluation of these alternatives 
by managers according to their individual risk perceptions.  

After planning, the stage of SC operations execution follows. At the physical 
security level, cargo movement control takes place. The data from primary control 
devices (e.g. RFID) are transmitted, accumulated and evaluated within the infor-
mation systems level. At the interface between the information systems level and 
the event management level, based on SCEM tools, SC monitoring and reinstating 
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(adaptation) take place. This results in decisions on SC processes, plans or goal 
correcting, amending or replacing on the basis of the disturbances that occurred 
and the control actions that existed. 

Each element of the event matrix is a characteristic of events at a certain mo-
ment of time. In the left part of the elements in the matrix, the actual values and 
planned goals, and in the right, the result of a comparison of these values from the 
point of view of the SC stability maintenance, calculated on the basis of stability 
analysis models and algorithms, are presented accordingly. The given matrix 
represents the SCMo results, providing a complex representation about the reac-
tion of various SC parts to perturbation influences. On the basis of the matrix 
analysis, the SC stability is analysed. If the arising deviations in aggregate do not 
lead to a loss of stability and the SC maintains a stable state, necessities for cor-
recting control influences are not present. Otherwise, adaptation is necessary. 

Each adaptation level characterizes a certain control loop in accordance with 
oscillations and deviations and corresponds to certain management actions. We 
distinguish parametric adaptation (i.e. rush orders), structural-functional adapta-
tion (i.e. supplier structure changing), project goals’ adaptation (i.e. delivery de-
lay), and SC goals’ adaptation (i.e. network profit changing), as well as SC strat-
egy and models’ adaptation. This makes it possible to match the results of the 
stability analysis and the actual execution analysis. It also provides a decision 
maker with a tool to make decisions about the SC adjustment in a real-time mode. 
The concept presented amplifies the application area of stability analysis to the SC 
performance adjustment and makes it possible to increase the quality of decision-
making of the SC reconfiguration and adjustment. 
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Chapter 8 
Quantitative Modelling of Supply Chains  

We should not pretend to understand the world only by the intellect.  
The judgment of the intellect is only part of the truth. 

Carl Gustav Jung 

It is impossible to describe the unlimited variety of real world                                
with limited mathematical means. 

Boris Sokolov 

8.1 Operations Research 

OR on the SCM can be divided into three primary approaches to conducting SC 
modelling. These are optimization, simulation, and heuristics.  

8.1.1 Optimization 

Optimization is an analysis method that determines the best possible method of 
designing a particular SC.  Optimization methods for SCM have been a very visi-
ble and influential topic in the field of OR. Tayur et al. (1999), de Kok and Graves 
(2004) and Simchi-Levi et al. (2004) provide a systematic summary of OR on 
quantitative models of the SCM, especially for inventory management, tactical 
planning decisions, and supply contracts.  

The formulation of strategic production–distribution models for SCM has been 
widely investigated. Most of these formulations are introduced in the form of 
MILP models. Beginning with the seminal work of Geoffrion and Graves (1974) 
on multi-commodity distribution system design, a large number of optimization-
based approaches have been proposed for the design of supply networks (Vidal 
and Goetschalckx 1997). Arntzen et al. (1995) develop a MIP model, called 
GSCM (Global SC Model), that can accommodate multiple products, facilities, 
stages (echelons), time periods and transportation modes.  

Beamon (1998), Tayur et al. (1999), Goetachalckx et al. (2002), de Kok and 
Graves (2004), Simchi-Levi et al. (2004), Harrison (2005), Chopra and Meindl 
(2007), Shen (2007) and Chandra and Grabis (2007) provided a systematic sum-
mary of operations research on quantitative models for SCD. A good overview of 
mathematical programming approaches is presented in Chandra and Grabis 
(2007). 
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Graves and Willems (2005) develop a dynamic program with two state vari-
ables to solve the SC configuration problem for SCs that are modelled as spanning 
trees and applied it to optimizing the SC configuration for new products. 
Meepetchdee and Shah (2007) develop a framework of logistical network design 
with robustness and complexity considerations and used an MILP model for con-
cept implementation. Yan et al. (2003) propose a strategic production–distribution 
model for SC design with consideration of BOM formulated as logical constraints 
in an MIP model. Safaei et al. (2009) report on an approach to integrated multi-
site production-distribution planning in SC by hybrid modelling. 

The drawback of using optimization is difficulty in developing a model that is 
sufficient detailed and accurate in representing complexity and uncertainty of 
SCM, while keeping the model simple enough to be solved (Harrison 2005). Fur-
thermore, most of the models in this category are deterministic and static. Addi-
tionally, those that consider stochastic elements are very restrictive in nature.  

An interesting approach to computational issues in mathematical programming 
is the Lagrange relaxation (Amiri 2006, Chandra and Grabis 2007). This is an at-
tempt to simplify the problem while usually constraints are introduced into the ob-
jective function with a penalty function (the so-called dual control)). As a result, a 
relaxed problem of the original problem is obtained. The relaxed problem is 
solved to get an upper bound (for maximization problems) of the original problem. 
Any feasible solution of the original problem provides a lower bound. Iterative 
heuristic algorithms are used in searching for the optimal solution of the original 
problem in this narrowed range. The upper and lower bounds are continuously up-
dated.  

The main advantage of the optimization approach is the idea of optimality and 
striving for the best solution. However, the optimal approach should be taken very 
carefully. The problems of applying optimization-based decision-making are 
tightly interrelated with complexity, uncertainty and multiple objectives. The op-
timal approaches are very “fragile” and presume certain problem dimensionality, 
fullness and certainty of the model. Besides, the optimal solutions are usually very 
sensitive to deviations. Moreover, the decision making is actually tightly intercon-
nected with dynamics and should be considered as an adaptive tuning process. A 
particular feature of complexity in SCs is multi-criteria decision making by man-
agers with their own preferences that, in their turn, are always changing. Hence, it 
becomes impossible to build any general selection function for multi-criteria deci-
sion making. 

Indeed, with regard to SCs as complex systems, optimization can be realisti-
cally considered as the direction for best solutions and the ideology of decision-
making. Finding optimal solutions is possible but it can be very time-consuming. 
However, these optimal solutions can be used for benchmarking to estimate the 
quality of solutions obtained by heuristics or simulation models. Unless mitigating 
circumstances exist, optimization is the preferred approach for SCM. However, in 
reality, only a few partial SCM problems (mostly of a strategic nature) may be 
correctly addressed by optimization. 
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8.1.2 Simulation 

Simulation is imitating the behaviour of one system with another. By making 
changes to the simulated SC, one expects to gain understanding of the dynamics of 
the physical SC. Simulation is an ideal tool for further analysing the performance 
of a proposed design derived from an optimization model. One promising area is 
the study of combining simulation methods with optimization methods in an itera-
tive way. An overview of the existing hybrid techniques can be found in Chandra 
and Grabis (2007). 

SC simulation utilizes three classes of software tools (Schenk et al. 2009): 

• all-purpose discrete event simulation tools; 
• specific SC simulation software; and 
• SCM software with simulation functionality. 

A similar classification and lists of specific software tools are contained in 
Banks et al. (2002). The concept of discrete-event simulation and tools have been 
around for quite a while and have been described in Law and Kelton (2000) and 
Schriber and Brunner (2007). The second and third tool classes may include both 
commercial off-the-shelf software (COTS) and customized developments. 
Stäblein et al. (2007) describe specific SC simulation software, and Nissen (2000) 
the integration of simulation functionalities in SCM software. 

Two classes of dynamic models, namely continuous and discrete models, are 
widely used to depict process sequences in flow systems. Continuous models are 
based on differential equations and are most frequently applied as system dynam-
ics models to reproduce manufacturing and logistics processes (Sterman 2000, 
Scholz-Reiter et al. 2006). System dynamics models are developed relatively rare-
ly since planners often find the models in this class too abstract or are unable to 
generate them. Since these models normally relate to real problems relatively 
roughly and very abstractly, they are hereafter referred to as macroscopic models 
(Tolujew and Reggelin 2008). Operative planning routinely applies microscopic 
discrete-event models. The principles and tools of discrete-event simulation (Law 
and Kelton 2000) are utilized to implement discrete models. Since workstations, 
technical resources, carriers and units of goods are represented as individual ob-
jects in most cases, event-oriented models may also be referred to as microscopic 
models (Tolujew and Reggelin 2008).  

Both approaches have several deficits. Macroscopic models are very abstract 
and therefore do not represent very accurately the numerous different logistics ob-
jects (products, resources, etc.) and the control strategies that need to be consid-
ered when solving practical problems (Schenk et al. 2008). 

Microscopic simulation models represent real world objects with a high level of 
detail. Consequently, models in this class are often very complicated and slow and 
their creation and implementation are time-consuming. Both microscopic and ma-
croscopic models are frequently unsuited to handling analysis and planning tasks 
under time constraints when production and logistics systems are disrupted and 
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therefore to ensuring logistics processes are dependable and stable (Schenk et al. 
2008). 

A large variety of hybrid techniques have been developed to combine simula-
tion and optimization. These techniques can be divided into sequential and simul-
taneous hybrid models with regard to interactions between an optimizer and a si-
mulator (Koechel and Nielaender 2005, Chandra and Grabis 2007, Safaei et al. 
2009). A good example of a combination of discrete-event simulation, agent simu-
lation and system dynamics is the tool AnyLogic. 

Another interesting hybrid approach within the simulation itself is mesoscopic 
simulation. The term mesoscopic simulation was first introduced in logistics in 
traffic simulation (Kates et al. 1988) and appeared in the SCM domain in (Mar-
thaler et al. 2003) for modelling based on differential equations but not for a new 
modelling paradigm. Nevertheless, a clear definition of the term mesoscopic has 
not yet been developed. In traffic simulation, the term mesoscopic is often applied 
to refer to a combination of macroscopic and microscopic simulations. Tolujew 
and Alcala (2004) and Schenk et al. (2009) reported a mesoscopic simulation ap-
proach that integrates two classes of dynamic models that are widely used to re-
produce process sequences in flow systems, namely macroscopic and microscopic 
models.  

The distinct advantage of the mesoscopic approach presented in Schenk et al. 
(2009) is its easier, faster and less laborious creation of models that are easier to 
reconfigure than microscopic models but nevertheless allow the modelling of the 
dynamic characteristics of the analysed processes on a level equivalent to discrete-
event simulation. In Fig. 8.1, mesoscopic and microscopic simulation views are 
presented. 
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Fig. 8.1 Mesoscopic and microscopic simulation views (from Schenk et al. 2008) 

Instead of individual flow objects, the mesoscopic approach monitors quantities 
of objects that belong to a logical group (e.g. a batch, a delivery etc.). The results 
are not obtained by counting individual objects but by using mathematical formu-
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las to calculate the results as continuous quantities in every modelling time step 
∆t. The basic components of the mesoscopic modelling approach are multichannel 
funnels, multichannel delay elements, sources and sinks. Furthermore, this ap-
proach differentiates different product types. 

As depicted in Fig. 8.1, microscopic simulation is often employed to arrive at 
pure mesoscopic results from problems presented in the pure mesoscopic view. 
This “detour” is quite complicated and costly because it involves the decomposi-
tion and aggregation of data. Data loss and deformation seem unavoidable. Direct 
and dynamic transformation of mesoscopic input data (performance requirements 
and/or resources) into mesoscopic performance results without the aid of event-
driven process modelling is the advantage of mesoscopic simulation. 

The philosophy behind the mesoscopic approach can be described by the phrase 
“discrete time/continuous quantity”. The representation of individual flow objects 
(typical of discrete-event simulation) that reproduce goods, persons, means of 
transportation or job orders is dispensed with. Instead, only numbers are em-
ployed, which are used in the model to represent respective quantities of objects or 
materials and can be modified with mathematical formulas in every step of the 
discrete simulation time. This type of mesoscopic modelling and simulation is a 
method to complete planning tasks quickly in production and logistics systems, it 
being possible in principle to reproduce the dynamic properties of the processes 
being analysed on a level that corresponds to classical simulation. 

However, simulation modelling has some limitations with regard to the compli-
cated designing of new models, problems in results’ interpretation and the un-
known quality of the found solution. Besides, the simulation models are very sub-
jective. The resulting output depends on the subjectively constructed input. 
Finally, the simulation models are developed for concrete application cases and 
cannot (or only very conditionally) provide any general methodical regularity. 

8.1.3 Heuristics 

Heuristics are intelligent rules that often lead to good, but not necessarily the best, 
solutions. Heuristic approaches typically are easier to implement and require 
fewer data. However, the quality of the solution is usually unknown. Unless there 
is a reason not to use the optimization, heuristics is an inferior approach. In SC 
settings, nature-based heuristics such as genetic algorithms (Huang et al. 2005) 
and ACO (Ant Colony Optimization) (Teich 2003) are usually applied. 

In SCs, the concurrent open shop problems are encountered most frequently. It 
is well known that most scheduling problems of this class are NP hard due to high 
dimensionality (Roemer 2006). That is why heuristics (e.g. genetic algorithms) are 
usually applied instead of optimization. They do not guarantee the optimal solu-
tion but allow a permissible result to be found within an acceptable period of time. 
The quality of this solution with regard to the potential optimum, however, re-
mains unknown. Second, the multiple objective problems are still a “bottleneck” 
of the heuristics. 
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8.2 Control Theory 

In OR, improvements in SC planning and scheduling are algorithmic (Kreipl and 
Pinedo 2004). However, in recent years, the works on SCM have been broadened 
to cover the whole SC dynamics. In these settings, control theory is becoming of 
even greater interest to researchers and practitioners (Disney and Towill 2002, 
Braun et al. 2003, Anderson et al. 2006, Sethi and Thompson 2006, Disney et al. 
2006, Lalwani et al. 2006, Ivanov et al. 2007, 2009, 2010, van Houtum et al. 
2007, Sethi and Thompson 2006, Wang et al. 2007). In these studies, a number of 
valuable control frameworks, models and algorithms have been developed to the 
SCM domain. 

8.2.1 Control Theory Basics 

Control theory is a multi-disciplinary scientific discipline that contains powerful 
conceptual and constructive tools to conduct research on the dynamic problems of 
the flexible (re)distribution of a variable set of jobs to a variable set of resources 
(Kalinin and Reznikov 1987, Stefani et al. 2002).  

The control theory is tightly interconnected with cybernetics. Wiener (1948) 
proposed summing up the whole area of regulation and communication theory un-
der the term “cybernetics”: “We have decided to call the entire field of control and 
communication theory, whether in the machine or in the animal, by the name Cy-
bernetics”. 

The renovation of cybernetics has two sources. The first source lies in the at-
tempts to revise the methodological backgrounds of cybernetics. Maruyama 
(1963) had paid attention to the systems in which the mutual causal effects are de-
viation-amplifying. Economic, social, and biological examples were considered. 
In contrast to Weiner’s cybernetics with deviation-counteracting systems, the stud-
ies of deviation-amplifying mutual causal relationships were called “the second 
cybernetics”. 

Von Foester (1974) defined “the second-order cybernetics” with awareness that 
an observer is an element of the system. The studies considered processes result-
ing in an increase in biological and social complexity. Stafford Bear, in his work 
since 1974, has emphasized that investigation into complexity problems should 
evolve Ashby’s law of requisite variety (Ashby 1956). 

Unfortunately, the logically relevant chain of fundamental notions of cybernet-
ics – control – informational processes – universal transformer of information 
(computer, cybernetic machine) was split. An expansion of computer technologies 
caused the illusion of their ability to solve any problem. The imperfection of these 
technologies has already caused catastrophes that allowed scientists to proclaim 
the establishment of a “risk society” rather than an “informational” one. This in-
spires a renewed interest in the theoretical background of control problems. 
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Within the control theory, different control approaches exist, i.e. optimal con-
trol, adaptive control, and intelligent control. With regard to the SCM domain, we 
will limit the literature review to optimal control and adaptive control. One of the 
most popular techniques of optimal control is the model predictive control (MPC) 
in connection with a PID controller. MPC has been a preferred algorithm for ro-
bust, multi-variable control that has been widely used in the process industries. 
The popularity of MPC stems from the relative ease with which it can be under-
stood, and its ability to handle input and output constraints (Prett et al. 1989).  

MPC is a control strategy based on the explicit use of a process model to pre-
dict the process output (performance) over a long period of time (Camacho and 
Bordons 2004). The model attempts to predict the control variables for a set of 
time periods. Predicted control variables depend on disturbance forecasts (i.e. de-
mand, prices and interest rates) and also on a set of given parameters that are 
known in the control literature as control inputs.  

In MPC, a system model and current and historical measurements of the proc-
ess are used to predict the system behaviour at future time instants. A control-
relevant objective function is then optimized to calculate a sequence of future con-
trol moves that must satisfy the system constraints. A PID controller is intended to 
correct errors between a measured process variable and a desired set point by pro-
ducing a corrective action that can adjust the processes. As a control-oriented 
framework, an MPC-based planning scheme has the advantage that it can be tuned 
to provide acceptable performance in the presence of significant uncertainty, fore-
cast error, and constraints on inventory levels, production, and shipping capacity. 
However, the “optimal control” structure in MPC is only a means to achieve such 
a result, as it does not optimize a true performance index of the closed-loop con-
trol system. 

Applications of MPC to multi-echelon production–inventory problems and SCs 
have been examined previously in the literature (Tzafestas et al. 1997, Bose and 
Pekny 2000, Braun et al. 2003). These approaches are conceptually different and 
require less detailed knowledge in comparison with cost-optimal stochastic pro-
gramming solutions, which require many “what-if” cases to be run and examined 
by highly skilled professionals. MPC offers the same flexibility in terms of the in-
formation sharing, network topology and constraints that can be handled. The 
MPC approach is not simply to run this planning with safety-stock hybrids more 
frequently, but rather to develop decision policies based on control-theoretic con-
cepts and apply these to SCs (Wang et al. 2007). 

Perea-Lopez et al. (2003) used MPC to manage a multi-product, multi-echelon 
production and distribution network. The multi-product batch plants represent a 
unique feature and are modelled with an MILP representation. A two-layered op-
timization-based control approach to multi-product SC networks is presented by 
Seferlis and Giannelos (2004). The control strategy applies multivariable MPC 
principles to the entire network while maintaining the safety inventory levels 
through the use of dedicated feedback controllers for each product and storage 
node. The optimization-based controller aims at maximizing customer satisfaction 
with the lowest operating costs. The inventory controllers are embedded within the 
optimization framework as additional equality constraints.  
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Another well-known approach that is presented as a robust manner of making 
decisions under uncertainty is to solve the planning problem using stochastic op-
timization (Tsiakis et al. 2001, Bonfill et al. 2005). A solution with the maximum 
expected performance is obtained by including estimated scenarios in the formula-
tion; these estimated scenarios are generated by representing uncertain parameters 
as random variables. Braun et al. (2003) developed a de-centralized MPC imple-
mentation for a six-node, two-product, three-echelon demand network problem 
developed by Intel Corporation that consists of interconnected assembly/test, 
ware-house, and retailer entities.  

More recently, Anderson et al. (2006) presented a model for stochastic optimal 
control for staffing and backlog policies in a two-stage customized service SC. 
Mestan et al. (2006) addressed the optimal operation of multi-product SC systems 
using MPC. The SC considered is a hybrid system managed by continu-
ous/discrete dynamics and logic rules. For optimization, the SC is modelled within 
the framework of mixed logical dynamical systems and the overall profit is opti-
mized. Puigjaner et al. (2008) proposed an MPC approach that comprises stochas-
tic and optimization models. A scenario-based multi-stage stochastic MILP model 
has been employed to address the SC dynamics problem. Wang et al. (2007) ad-
dressed challenges of SCM in semi-conductor manufacturing resulting from high 
stochastic and non-linearity in throughput times, yields, and customer demands. 
They presented the advantages of the control-oriented receding horizon formula-
tion behind MPC for three benchmark problems. The effects of tuning, model pa-
rameters, and capacity have been shown by comparing system robustness and 
multiple performance metrics in each case study. 

Adaptive control (AC) is a control strategy with some form of recursive system 
identification. Usually, a parametric adaptive control is considered (Sastry and 
Bodson 1994). Research in AC has a long and vigorous history. Kalman (1960) 
developed the concept of a general self-tuning controller with explicit identifica-
tion of the parameters of a linear, single-input, single-output plant and proposed to 
use these parameters’ estimation to update an optimal linear quadratic controller. 
In the 1960–70s, due to the establishment of Lyapunov’s stability and proving 
convergence in AC systems, stochastic control made giant strides with the under-
standing of dynamic programming due to Bellmann and others (Bellmann 1972). 
In the 1980s, adaptive schemes for different applied domains appeared (Goodwin 
et al. 1980). However, the AC approach has not found a wide application in the 
SCM domain so far, except in some work (e.g. Scholz-Reiter et al. 2004, Dash-
kovsky et al. 2005). The main cause of this is that the AC techniques are intended 
for technical systems with an automatic controller and automatic reactions of mil-
liseconds. This is not the case in SCs, but the main principles of the AC (not the 
formal techniques) can enrich the control framework for the SCM that will be 
shown later in this study. 
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8.2.2 Advantages of Control Theory Application in the SCM 
Domain 

Let us turn to the analysis of advantages and disadvantages of either of the consid-
ered control approaches for the SCM domain. Both the MPC and AC can be con-
sidered as a robust, flexible decision framework for dynamically managing proc-
esses and meeting customer requirements in SCs. However, the application of the 
MPC and AC approaches in the SCM domain is challenged by the following is-
sues.  

Let us consider a general control loop of a dynamic system as known from the 
control theory (see Fig. 8.2). 
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Fig. 8.2 General control feedback multi-loop of a dynamic system 

Y(t) is the system output measured by a monitoring system F with regard to 
compliance with the input variables )(tu p

r
 that in turn are subject to SC goals 

)(txr of a superordinated level (e.g. service level and costs). Based on current in-

formation from the F negative perturbation influences ξ  (e.g. new demand fore-

casts, disruptions in current processes), an adapted input )(tuc
r

will be given to the 

controller C that is responsible for adjustment control actions u to the system un-
der control P (the SC).  

Actually, widespread incremental SC planning and scheduling deal only with 
the lower part of Fig. 8.2 (without the F-driven feedback system). Such an ap-
proach can be justified for such problems as those where a single schedule compu-
tation should be fulfilled. These problems may be of either a very strategic nature 
or a very operative nature. In the most tactical–operational problems that refer to 
the SC dynamics to be under control, the negative feedback is mandatory.  
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One of the efficient approaches to implement control of the systems in this 
class is adaptive planning (Okhtilev et al. 2006, Andreev et al. 2007, Ivanov and 
Ivanova 2008). Adaptive planning uses not only simple open time slots (in con-
trast to incremental planning) but employs conflict-driven plan changes during the 
system execution. Adaptive planning implies problem resolution and redefinition 
through the learning process, rather than problem solving. This is the first strong 
contribution of the control theory to the SCM domain – this lets us interpret plan-
ning and scheduling not as discrete operations, but as a continuous adaptive proc-
ess. 

The feedback systems are preferably characterized by disturbance elimination, 
process execution under uncertainty even if the model structure does not com-
pletely correspond to real processes and the stabilization of unstable processes. 
The possibility of covering the whole SC dynamics and the permanent changes in 
the SC processes and environment without the strong necessity to accomplish total 
“remodelling” is ultimately the second strong contribution of control theory to the 
SC planning and scheduling domain. 

Based on the feedback loops, the integration of the planning and scheduling 
stages is possible. The system output Y(t) under control can be expressed either as 
goals of order realization in the SC (i.e. lead time) or as goals at a superordinated 
level (i.e. service level and SC costs). Indeed, a SC manager is usually more inter-
ested in achieving the desired service level and SC costs than minimizing the lead 
time of a number of production orders. Of course, theoretically, a set of interlink-
ing operational (the lead time) and tactical (the service level) goals can be con-
structed so that the operational goals may be subject to optimization. However, 
these constellations will be very specific to different concrete SCs. Hence, we pre-
fer to consider primarily the tactical goals as being subject to optimization and 
control. 

This means that not only a problem solution in a fixed environment (the system 
under control) but also a simultaneous consideration of system formation and 
management problems’ solution in this system are possible. This aspect is of sig-
nificant practical importance. In practice, the challenge is not to calculate optimal 
schedules to optimize local order fulfilment parameters but to schedule SCs sub-
ject to the achievement of SC goals with regard to profitability and stability (see 
also Chap. 4).  

The modern control theory provides the possibility to model and solve more re-
alistic planning problems (incorporating dynamism and uncertainty) as systems 
can be modelled in terms of dynamic multi-structural macro-states, based on the 
simultaneous consideration of the management as a function of both states and 
structures (Okhtilev et al. 2006). This approach has been called as structure dy-
namics control theory. Applications of this theory to the SCM domain have been 
presented in Ivanov et al. (2007, 2009) and Ivanov (2009). Besides, a wide range 
of different SC properties such as stability, controllability, and observability can 
be reflected within the control theory (Disney et al. 2006, Lalwani et al. 2006, 
Ivanov et al. 2009). 
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8.2.3 Shortcomings and Requirements for Extension 

With regard to Fig. 8.2, two critical points of any control strategy can be distin-
guished:  

• the controller;  
• the output values’ adjustment; and  
• the input parameters’ correction.  

First, the controller C is in the classical theory of automatic control an automat. 
In SCs, the controllers are human beings, managers and operators. There are many 
of them, from different enterprises with different interests and goals. Stadtler 
(2009) emphasized that SC members have their own objectives; thus, the system 
becomes competitive while each member wins by cooperating. The information 
systems can propose some handling alternatives for managers, but it will depend 
on people only for adjustment measures, where, and how they will be imple-
mented. The SC tuning by means of the controller, unlike in automatic systems, 
occurs not within milliseconds but within minutes, hours, days, weeks, months or 
years, with a delay between the deviation occurrence and decision making depend-
ing on the disruption character. This is why the formal models of automatic AC 
and the automatic PID controller from the MPC approach cannot be applied to the 
SCM domain. Besides, the known allocation of the MPC to the SCM domain 
comes mostly from the process industry with continuous control models that are 
difficult to apply to many other branches with discrete operations.  

Moreover, people do not strive for a 100% guarantee of the result; they con-
sciously tend to take risks. Some literature (e.g., Sokolov 2006, Peck 2007) points 
out the problem of contradiction between objective risk (determined by experts, 
applying quantitative scientific means) and perceived risk (perception of manag-
ers). Actually, the objective risk treatment is rooted in technical science where 
100% reliability is mandatory. In socio-economic systems, like SCs, a value of 
95% as an orientation for SCs is empirically suggested (e.g., Sheffi 2005). Differ-
ent managers perceive risk to different extents, and these perceptions can change 
in the same manager due to changes in his environment. That is why the models 
for SCs should not strive for a unique optimal solution but allow the formation of 
a number of alternative solutions with different degrees of efficiency and risk.  

Second, the issue of process adjustment should be addressed. The MPC ap-
proach is very strong with regard to the updated future forecasting while the AC 
approach has a more developed methodological basis for the SC tuning based on 
the information about the past. Both for the MPC and for the AC, the complexity 
of non-linear differential models and algorithms should be taken into account. The 
problem of differentiation presentation is that SC decision- making is of a discrete 
nature. Hence, the combination of MPC control and AC control as well as a com-
bination of control theory with OR techniques and MAS can be considered as 
ways to develop control frameworks that take into account particular features of 
the SCs. Such an extended framework will be presented in the further course of 
this book. 
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8.3 Complex Adaptive Systems and Multi-agent Systems 

The paradigms of CAS)and MAS are popular simulation techniques in the SCM 
domain. The term CAS was coined by Holland, Gell-Mann and others (Gell-Mann 
1995, Holland 1995). A CAS is presented as a dynamic network of many agents 
and decentralized control. The coherent behaviour in the system arises from com-
petition and cooperation among the agents. Hence, the overall behaviour of the 
system is the result of a huge number of decisions made every moment by many 
individual agents.  

CAS has been extensively applied by researchers in different management and 
organizational disciplines (Anderson 1999, Anderson and Tushman 2001, Lissack 
and Letiche 2002, Zhang 2002, Richardson 2004, 2005, 2007, Amaral and Uzzi 
2007). Aldunate et al. (2005) considered specifically the interrelations of com-
plexity and disaster recovery.  

With regard to CAS and SCM, Choi et al. (2001) claimed that emergent patterns 
in a supply network can be managed much better through positive feedback than 
through negative feedback from control loops. However, the authors conclude that 
managers must appropriately balance the control and the emergence areas. Hence, 
the application of CAS should be considered as being combined with the control 
theory. 

Surana et al. (2005) investigated how various concepts, tools and techniques 
used in the study of CAS can be exploited in the SCM domain. In the study by 
Pathak et al. (2007), a theory-based framework is developed that combines aspects 
of CAS theory, industrial growth theory, network theory, market structure and 
game theory. This framework specifies categories of rules that may evoke differ-
ent behaviours in the two fundamental components of any adaptive supply net-
works, i.e. the environment and the firms in that environment. The framework is 
implemented as a multi-paradigm simulation utilizing software agents and it joins 
discrete-time with discrete-event simulation formalisms.  

MAS reflect the ideas of CAS at the software entities level. A number of re-
searchers have attempted to apply agent technology to manufacturing enterprise 
integration, SCM, manufacturing planning, scheduling and control, material han-
dling, etc. The past research on utilization of the MAS for the SCM problems 
(Swaminathan et al. 1998, Fox et al. 2000, Shen et al. 2001) has mostly dealt with 
agent-based frameworks and software architectures, where agents are autonomous, 
goal-oriented software processes. Another agent-based model has been elaborated 
by Kaihara and Fujii (2008) to reflect SCs’ abilities to adapt. Ahn et al. (2003) 
suggested a flexible agent system for SCs that can adapt to the changes in transac-
tions introduced by new products or new trading partners. In many studies, MAS 
and CAS are interrelated implicitly and explicitly. Tilebein (2006) considered 
CAS as the general adaptation framework and MAS as the solver technique.  

However, neither of the approaches is free of limitations. The tools and tech-
niques of CAS are based on the fields of non-linear dynamics, statistical physics, 
and information theory. The formal features of these models are very specific and 
require a very solid mathematical background; hence, only a very limited circle of 
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researchers into SCM can apply them. Second, the models of natural complex sys-
tems that form the basis of CAS differ from discrete and human-decision-driven 
SCs. Hence, the ideas of CAS can be applied to the SCM domain; however, the 
formal aspects of models are subject to a special analysis. 

Though techniques for solving large-scale problems in a decentralized way were 
widely developed in MAS, most of them are based on weakly-grounded heuristic 
principles. The theoretical background of the MAS is still under development and 
does not allow the consideration of the MAS as a general SC modelling frame-
work. Current applications of agent-based paradigms are limited to software. It is 
mostly underestimated that these paradigms offer a valuable theoretical perspec-
tive on decentralized network management. 

8.4 Critical Analysis 

In Table 8.1, the analysis of the advantages and shortcomings of the above-
mentioned modelling approaches with regard to the SCM domain is presented. 

Table 8.1 Analysis of the SC modelling approaches 

Approach Application areas Advantages Disadvantages 

Systems 
Science and 
Control 
Theory 

General methodo-
logical basics of 
complex systems 
synthesis and 
analysis 

Well-elaborated 
basis of complex 
dynamic systems 
synthesis and 
analysis 

Elaborated for technical and bio-
logical systems; for SC model-
ling an extension is required 

Analytical 
methods 

Simple problems 
of SC design and 
vendor selection 

Clarity 

Optimal solutions

 

Not flexible enough 

Modelling uncertainty and dy-
namics is not sufficient enough 

Heuristics Complex prob-
lems, i.e. dynami-
cal SC structuring 

Complex prob-
lems solution, 
also with incom-
plete information 

Do not guarantee optimal solu-
tions; the quality of a found so-
lution with regard to potential 
optimum usually remains un-
known 

Simulation System investiga-
tions in dynamics 

Modelling com-
plex dynamic 
systems 

Graphics 

Complicated elaboration 

Complicated results interpreta-
tion 

Do not guarantee optimal solu-
tions 

 
Over the last decade, a wealth of valuable OR approaches for SC strategic, tac-

tical and operational planning have been extensively developed (Simchi-Levi et 
al. 2004, de Kok and Graves 2004, Chopra and Meindl 2007). With regard to OR, 
the following shortcomings of SCP can be revealed from the dynamics point of 
view. First, problems of high dimensionality and NP-hard problems exist whether 
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reduced to a simple dimensionality or heuristics are applied. Second, complex dy-
namics of real SC execution cannot be reflected in single-class models. Third, 
models of planning and control are not explicitly interconnected in terms of uncer-
tainty. The works on SCM need to be broadened to cover the SC dynamics. In 
these settings, control theory and systems analysis are becoming of even greater 
interest to researchers and practitioners 

The first strong contribution of the control theory to the SCM domain is the in-
terpretation of planning and scheduling not as discrete operations but as a continu-
ous adaptive process. Second, the possibility of covering the whole SC dynamics 
and the permanent changes in SC processes and environment without the strong 
necessity to accomplish the total “remodelling” is also ultimately a strong contri-
bution of the control theory in the SC planning and scheduling domain. Finally, 
the control theory in the SC planning and scheduling domain allows the considera-
tion of goal-oriented formation of SC structures and the solution of problems in 
this system as a whole. 

However, the control theory application in the SCM domain also has its chal-
lenges and limitations. First, SCs evolve through management actions. The con-
troller is, in the classical theory of automatic control, an automat that reflects me-
chanical laws or identification signals. In SCs, the controllers are human beings, 
managers and operators. This results in subjective decision making with time de-
lays between receiving the signal and taking a control action. Second, the com-
plexity of non-linear differential models and algorithms should be taken into ac-
count. Although the conceptual aspects of control theory may be applied to the 
SCM domain, the formal mathematical aspects are too complex and specific to 
become widespread in the SCM domain. Another problem of differentiation pres-
entation is that SC decision-making is of a discrete nature. This is necessary to de-
velop a constructive way to overcome these inhibitions by means of (1) the formu-
lation of a problem input and output in a discrete form while running the model in 
a continuous form and (2) the transformation of non-linearity to the model con-
straints while presenting the dynamic model itself as a linear system. Third, in 
SCs, it is practically impossible to develop a model structure with the defined in-
put–output interrelations. Hence, the control theory laws may not work in these 
settings. One of the possible approaches is to apply behavioural frameworks (Pol-
derman and Willems 1998). 
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Chapter 9 
DIMA – Decentralized Integrated Modelling 
Approach 

Let us enrich ourselves with our mutual differences. 
Paul Valery 

9.1 General Basics of DIMA 

A SC is characterized by uncertain interactions of the elements and distributed 
goals. SCs can be described by various models (static and dynamic, stochastic and 
deterministic, analytical and simulation, etc.), which are interconnected. SCs are 
also characterized by a set of interrelated structures. Furthermore, the SC elements 
are active. Their activities are based on their own interests and goals. Active ele-
ments cause the necessity for balancing SC partner interests, a large number of 
uncontrolled factors, and formalizing difficulties. Besides, the SC execution is ac-
complished by permanent changes in the internal network properties and the envi-
ronment. It requires SC adaptation to the current execution environment. So, re-
flections of SC configuration, planning and execution models are needed. The 
other issue of SC modelling is the interlinking of conceptual and mathematical 
models in order to achieve adequate, scaleable and representative models and pro-
viding application independence. Such a complex nature of SCs requires a com-
bined application of different disciplines and modelling approaches (see Fig. 9.1). 

Planning

Execution

Concept

Model

Software

Synthesis

Analysis

Multi-Disciplinary Methodological Framework

Unified Methodological Basis 
of Integrated Modeling 

 

Fig. 9.1 The DIMA vision of SC integrated modelling (from Ivanov 2009a) 

The basics of the DIMA methodology were developed in (Ivanov 2006, 2009a) 
to contribute to comprehensive SC modelling and to establish foundations for 
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network theory as called for by an increasing number of researchers (Beamon 
1998, Barbasi 2005, Kuehnle 2008). This methodology is also closely intercon-
nected with the methodology of IDSS (see Fig. 9.2).  
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Fig. 9.2 Integrated modelling “concept-model-computation” (from Ivanov 2009a) 

The main parts of the DIMA methodology are: the general systems framework 
(GSF), the integrated modelling framework (IMF), and the computing framework. 
The GSF defines conceptualized business models, meta-methodologies and a set 
of categories, definitions, specifications and performance indicators, which are 
developed during the integration of various theoretical frameworks (Ivanov et al. 
2005, 2006, Okhtilev et al. 2006). The IMF defines the rules of the integrated 
multi-disciplinary mathematical model building. It proposes constructive methods 
and techniques of (1) how to combine various model classes and (2) how to model 
interconnectedly the partial SC problems. The computing framework integrates 
the building of mathematical models and algorithms, and their implementation as 
software. The DIMA methodology represents a multi-disciplinary modelling 
framework, which meets the particular features of SC modelling. The approach 
creates a unified methodological basis of SC integrated modelling, from the con-
ceptual level, mathematical modelling, up to algorithms and simulation tools. 

The main principles of the DIMA are as follows:  

• SC elements’ activity; 
• multiple modeling; 
• multiple objective optimization; 
• integration; and  
• decentralization. 
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9.2 Active Modelling Objects 

SCs are characterized by decentralization resulting in different goals and uncertain 
interactions of their elements. The SC elements are active (they can compete and 
have conflicting aims, interests and strategies). Their activities are based on their 
own interests and goals.  

The preliminary investigations confirm that the most convenient concept for the 
formalization of SC control processes is the concept of an active modelling object 
(AMO). In a general case, it is an artificial object, moving in space and time and 
interacting (by means of information, financial or material flows) with other AMO 
and the environment. This idea is based on the concept of active moving objects 
(Kalinin and Sokolov 1985). 

An AMO is based on the moving, interaction with the environment and other 
AMO, functioning of the main (goal-oriented) and auxiliary facilities, and re-
source consumption (replenishment). The joint execution of these functions, the 
interaction being the main one, provide for new AMO characteristics. 

The proposed structure of an AMO can be interpreted widely. For example, the 
multi-agent ideology can be considered as a basis for modelling the active ele-
ments. In Ivanov et al. (2007), we introduced the specific description of these so-
called agent-based AMO. The agents’ description and interactions are shown in 
detail in Ivanov and Kaeschel (2003), Ivanov (2006) and Ivanov et al. (2007a,b). 

We consider agents as part of the generic model constructions (Ivanov et al. 
2007). Thus, the elements (enterprises) of models are active and goal-oriented, act 
autonomously, are reactive and adaptive, and communicate with other agents. 
They are part of a multidisciplinary complex of models used not only at the simu-
lation stage, but also at the levels of conceptual modelling, formalization and 
mathematical modelling (see Fig. 9.3). 

Supply chain

active
element

Goal-oriented Adaptive Coordination Communication

 

Fig. 9.3 Agents as active objects in SC models 

We introduce the specific description of these active objects in terms of multi-
agent theory. For formal representations of agents, three main functions are usu-
ally used (Kaihara 2004): the production function, profit function, and bidding 
function. The agents try to fill up the capacities of each competence so as to 
maximize the discrepancy between price and costs. In order to take into account 
so-called soft factors (e.g. reputation, trust, etc.), we also considered a reputation 
function of agents. The formalization of agents and the functional and interaction 
models have been considered in Ivanov (2006) and Ivanov et al. (2007a). 
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9.3 Integration Views 

Integration is considered from four perspectives of the system modelling: the in-
tegration of various modelling approaches and frameworks, the integration of 
planning and execution models, the integration of decision-making levels, and the 
implementation of integration throughout: “conceptual model  mathematical 
model  computation” (see Figs. 9.4 and 9.5). 
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Fig. 9.4 Mathematical integration view in DIMA 

 
Fig. 9.5 Decision-making integration view of DIMA (from Ivanov et al. 2010) 

SC strategy, design, planning and operations are interlinked while constructing 
ideal SC states as well as while reconfiguring SCs in relation to a current execu-
tion environment. Tables 9.1–9.3 depict the interlinking of problems and data at 
SC strategic, tactical, and operational levels (Ivanov 2009b).  
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Table 9.1 Classification of SC design decisions and decision-supporting methods 

Strategic     
decisions 

Input data Output data Decision-supporting 
methods 

Background information: corporate strategy; SC strategy; financial strategy; marketing com-
petitive strategy 

SC goals Profit 

Assets 

Reliability 

Flexibility 

 

How the optimal compromise of 
the SC goals can be achieved? 

How to deal with multiple criteria? 

Analytical hierarchy 
process 

Pareto optimality 

Heuristics 

Production 
programme 
design 

Product variety 

Stock keeping 
units 

Bill-of-material  

Demand 

Response time 
Time-to-market 

 

Which products, in what quantity, 
variety, batches, etc. to produce? 

Product availability 

Technological plan building 

Linear programming 

System dynamics 

Ontology analysis 

Graph theory 

 

Cooperation 
and coordi-
nation de-
sign 

Levels of coordi-
nation:  

orders forecasting 
point-of-sale 

 

How the enterprises will collabo-
rate? 

What information systems must be 
used? 

MAS 

Fuzzy logic 

Game theory 

Distribution 
and produc-
tion design 

Location data 
(costs, geo-
referenced data, 
taxes etc.) 

Demand 

Inventories 

Process data (ca-
pacities, costs, 
etc.) 

Movement data 
(transportation 
costs, time, mode, 
and capacity) 

How many facilities of what ca-
pacities and of what location are 
needed? 

Suppliers’ selection and their allo-
cation to plants  

How the transportation should be 
organized? 

How to deal with demand uncer-
tainty? 

How to secure the SC with regard 
to purposeful disruptions, e.g. theft 
or terrorism? 

 

MIP 

Information model-
ling 

Dynamic program-
ming  

Decision analysis  

Assignment meth-
ods 

System dynamics  

Discrete-events 
simulation 

Stochastic optimiza-
tion 

MAS 

Heuristics 
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Table 9.2 Classification of SC planning decisions and decision-supporting methods 
 

Tactical  de-
cisions 

Input data Output data Decision-supporting methods 

Background information: collaboration strategy; product structure; suppliers’ structure; fa-
cilities’ structure; distribution and production structure 

Distribution 
and produc-
tion plans 

Demand 

Costs  

Capacities  

Inventory  

Production vol-
ume 

Demand forecasts 

Cycle and safety 
inventories 

Capacity utiliza-
tion 

Product availabil-
ity  

Statistics and probability theory 

MIP 

Dynamic programming 

Queues theory 

MAS 

Evolutionary heuristics 

Replenish-
ment plans 

Demand Costs  

Capacities Inven-
tory Volume 

Economic order 
quantity (EOQ) 

Linear programming 

Statistics and probability theory 

 

Shipment 
plans 

Geographic data 

Transport data 
(costs, time, 
mode, capacity) 

Routing 

 

Combinatorial methods 

MAS 

Evolutionary heuristics 

Table 9.3 Classification of SC operational and execution decisions and decision-supporting me-
thods 

Operative deci-
sions 

Input data Output data Decision-supporting 
methods 

Background information: distribution, production, replenishment and shipment plans 

Scheduling Delivery date, place 
and price 

Batch size 

Production schedul-
ing 

Routing 

Simulation 

Evolutionary heuris-
tics 

Available-to-
Promise / Capa-
ble-to-Promise 
(ATP/CTP) 

Customer orders 

Inventories, capaci-
ties 

 

ATP/CTP response ATP/CTP algorithms 

Monitoring Demand / Supply  

Capacities Inventory 
Production volume 

Comparison plan–
fact 

Operative analysis 
methods 

Adjustment Deviations and dis-
ruptions 

Adaptation steps  Adaptive planning 
and control 

Deliveries to cus-
tomers 

Delivered products 

Payments 

Performance man-
agement 

SC reference model 
(SCOR) 
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Let us consider some examples. Transportation and inventory are primary com-
ponents of the order fulfilment process in terms of cost and service levels. There-
fore, companies must consider the important interrelationships among transporta-
tion, inventory and customer service in determining their policies. The suppliers’ 
selection is linked not only to their capacities, costs, etc. but also to their collabo-
ration abilities with each other and with the focal enterprise. Therefore, coordina-
tion between the various players in the chain is the key to its effective manage-
ment. Pricing and inventory decisions (Muriel and Simchi-Levi 2004) as well as 
product, distribution and production decisions are also matched together. 

9.4 Multi-model Complexes and Qualimetry of Models 

While describing a complex system mathematically, it is almost impossible to 
consider only one system model (Casti 1979). There exist a number of models and 
each of them reflects one particular domain of the system behaviour. Besides, each 
of the models has its own mathematical structure. Cross-linked SC planning and 
execution problems require the combined application of various modelling tech-
niques (optimization, statistics, heuristics and simulation). 

At different stages of the SC life cycle, a particular problem can be solved by 
means of different modelling techniques due to the changeability of the data na-
ture, structure and values, as well as requirements for output representation. The 
selection of a solution method depends on the data fullness, problem scale, one or 
multiple objectives, requirements on output representation and the interconnection 
of a problem with other problems. Different approaches from the OR, control the-
ory, and agent-based modelling have a certain application area and a certain solu-
tion procedure. The isolated application of only one solution method leads to a 
narrowing in problem formulation, overdue constraints and sometimes unrealistic 
or impracticable goals. 

In the DIMA methodology, it is understood under multiple modelling that vari-
ous modelling approaches like control theory, OR, systems analysis, agent-based 
modelling and the psychology of decision-making are not isolated, but are consid-
ered as a united modelling framework.  

As discussed above, modelling adequacy cannot be ensured within a single 
model thus multi-model complexes should be used. Each class of models can be 
applied to the objects for analysis of their particular aspects (see Fig. 9.6). The in-
tegration and combined application of various models is implemented by means of 
multiple model complexes (Ivanov et al. 2007b, Ivanov 2009a), which are based 
on the application of functors (Mesarovich and Takahara 1975, Sokolov and Yu-
supov 2004). The coordinated application of different models improves modelling 
quality, as disadvantages of one model class are compensated for by advantages of 
other classes, which enable the examination of the determined classes of model-
ling tasks.  

The multiple-model complexes allow problem examination and solution in dif-
ferent classes of models, and result representation in the desired class of models 
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(the concept of “virtual” modelling). This becomes possible under the terms of 
collective application of structural–mathematical and categorical–functorial con-
ceptions of the models’ architecture. A study by Sokolov and Yusupov (2004) 
demonstrated the capabilities of the categorical–functorial approach to qualimetry 
of models by an example of a polymodel description. In Fig. 9.6, we provide an 
example of a multiple model complex for the SCM domain. 

The qualimetry is rooted in the quality science and reflects the concept of com-
prehensive quality, which, according to the ISO 8402-2000 international standard, 
means a totality of characteristics of an object that determine its capability to sat-
isfy the established or supposed requirements. 
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Fig. 9.6 Example of a multi-model complex (from Ivanov et al. 2007a) 

A category is a mathematical construction that consists of a class of objects and 
a class of morphisms (arrows). Categories provide one of the most convenient 
methods for describing objects within the framework of the developed qualimetry 
of models since, first, the conceptual level of the representation of objects in the 
given theory has to be invariant relative to the method of description of their inter-
nal structure and, second, an object in a category is integral, since its internal 
structure is not considered. Finally, objects acquire properties only in a certain 
category and these properties reveal themselves only in comparison with other ob-
jects. Functors establish relationships between different categories. A one-place 
covariant functor can be characterized as a mapping from one category to another 
that preserves their category structure (Mesarovich and Takahara 1975). 

Let us discuss an example of how to apply the multiple model complexes (see 
Fig. 9.7). The interconnection between different models is ensured by means of 
functors (GF). The problem of the SC analysis and synthesis is mostly formalized 
using either graph (network) models or models of linear and integral program-
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ming. As a rule, the problem of analysing and synthesizing programmes for SC 
execution is formalized with the help of dynamic models. However, the problems 
of coordination and consistency of the results remain open. To obtain a construc-
tive solution to these problems, we propose to use a functorial transition from the 
category of digraphs (CatΦ) that specifies the models of execution of operations 
to the category of dynamic models (CatD), which describes the processes of SC 
execution. 

 

Fig. 9.7 Functorial transition from the category of static models in the category of dynamic  
models (from Okhtilev et al. 2006, Ivanov et al. 2007b) 

The simplified mathematical model of the above-mentioned transition can be 
presented as follows: 
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where ix is  a variable characterizing the state of the process )(iB , iju is a control 

action ( 1)( =tuij , if the resource )( jB  is used for the process )(iB ), ia , εa , 

ϕa  are given quantities (end conditions), values of which should have the corre-

1+ix 3+ix

ix 2+ix

31 ˆ ++ ii xrx

1ˆ +ii xrx
2ˆ +ii xrx

21 ˆ ++ ii xrx

)(11 u++ = ii fx 3,1 ++ iiψ

1, +iiψ

2, +iiψ
2,1 ++ iiψ

)(33 u++ = ii fx

)(uii fx = )(22 u++ = ii fx
3,2 ++ iiψ

32 ˆ ++ ii xrx

Cat Φ (category of static models θ,...,1,)( =Θ∆Θ
s

) 

Cat D (category of dynamic models θ,...,1,)( =Θ∆Θ
d

) 

DGF →Φ:



146      9 DIMA – Decentralized Integrated Modelling Approach 

sponding variables )(txi , )(txε , )(txϕ in the end of the planning interval at the 

instant of time fTt = , t  is the running instant of time, 0T  is the start instant of 

time of the planning horizon, fT  is the end instant of time of the planning horizon, 

T  is a planning horizon, 0))((
11

=−∑∑
−Γ∈= i

txau
n

j
ij
ε

εε  are constraints “and” which 

mean the condition of the total processing of all the predecessor operations,  

0))((
21

=−∏∑
−Γ∈= i

txau
n

j
ij
ϕ

ϕϕ  are constraints “or” which mean the condition of the 

processing of at least one of the predecessor operations and −Γ i1 , −Γ 2i  are the sets of 

processes which immediate precede the process )(iB . 
Finally, let us propose the following generalized inter-model coordination via a 

choice structure with a multi-preference relation (Okhtilev et al. 2006). This struc-
ture allows the combination of analytical, simulation, and knowledge-based ap-
proaches to modelling monitoring and control in different applied areas (Kalinin 
and Sokolov 1985, 1987, 1996, Ivanov et al. 2004, Okhtilev et al. 2006): 
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where each mathematical structure ),,(,()(
µλFsQ ΩΘ  defines a class of selection 

models (mathematical, logic, and algebraic, deterministic or uncertain, etc.), Ω  is 
a space of events (the set of uncertainly), F  is a sigma-algebra over the space Ω , 

µλ  is a measure over ),( FΩ , 
2

}{ )(0
ˆ Ξ∈
Θ∆ ηη

is a collection of the main basic sets of 

alternatives (each basic set corresponds to a mathematical structure 

),,(,()(
µλFsQ ΩΘ : 

1̂ˆ
)(

ˆ }{ I∈
Θ∆ ρρ  is a set of auxiliary alternatives to be used mostly in 

coordination choice tasks, Γ∈
Θ

ˆ
)(

11
)}({ iir ωα  is a set of preference relations to be used 

for the selection of the best alternatives via the structures IQ ˆ
)( }{

∈Θ
Θ , 

122 ˆ
)( )}({

Γ∈
Θ

iir ωβ  is a set of the relations defining constraints to be satisfied when an 

alternative is selected, 
21 ˆˆˆˆ }{,}{

Φ∈Φ∈ kkee WW  are constructions formed of basic sets 

via Cartesian products and the generation of subsets (the first construction corre-
sponds to the input scale of choice and the second one corresponds to the output 

scale) and 
2

ˆ~
)(

~
)}({

Γ∈
Θ

k
kF ω  is a set of rules for constructing the resulting choice 

functions and preferences relations. 
The model construction (Eq. 9.2) allows us to approach from unified positions 

the issues of analysis and rational selection of solution methods with regard to the 
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vector optimization problems as well as game, multi-stage, and group selection 
problems. In general, the proposed problem statement in terms of multiple objec-
tives and uncertainty is composed of (1) building a number of alternative solutions 
and (2) selecting the alternative that returns an extreme value to the selection func-
tion. Based on the principles of external amendments and non-final solutions, it 
becomes possible to eliminate the criteria-driven and model-driven uncertainty 
and to transform the problem of uncertainty to its deterministic equivalent. This 
idea will be depicted in dynamic scheduling models in Chap.12. 

The investigations have shown that, in the framework of the considered poly-
model description, not only are the functionality conditions held, but also the con-
ditions of the general position of the adjacency mapping (Sokolov and Yusupov 
2004). The proposed general scheme of inter-model coordination needs detailed 
elaboration of the main classes of dynamic models, such as system dynamics, log-
ical dynamics models, Petri nets and dynamic models of SC operations. 

9.5 Decentralization 

Decentralization in the DIMA methodology considers the main principle of man-
agement and decision-making in SCs. This means that the models contain ele-
ments of decentralized decision-making and SC elements’ activity. Decisions 
about SCM are not established and optimized “from above” but are a product of 
iterative coordinating activities of the enterprises (agents) in a SC and a SC coor-
dinator (e.g. an OEM or a 4PL provider) with possible asymmetries and domina-
tions. Let us consider as an example the planning procedure for one customer or-
der with a possibility of flexible SC structuring. The SC planning cycle is 
presented in Fig. 9.8. 
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Fig. 9.8 SC planning with flexible partner selection (from Ivanov et al. 2010) 
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In this case, the SC planning problem consists of determining a pool of cur-
rently available partners in accordance with the technological details of the prod-
uct (1), the synthesis and evaluation of alternative SC structures from a pool of se-
lected executors according to the various project stages, as well as the selection 
and scheduling of the configured SC (2, 3). The SC planning is performed as an 
iterative process of matching the interests of the network coordinator and enter-
prises (4–9). In some cases, such balancing is impossible and it is necessary to 
change the customer requirements (10). 

For generating optimal plans, methods of control theory, in particular dynami-
cal system optimization, are used. In real-world settings, the selection of suppliers 
and scheduling must be performed under time pressure. That is why heuristics can 
be used to obtain timely, satisfactory results. After that, the communication stage 
starts. The agents evaluate the proposals of the coordinator and generate their own 
propositions, which can be either accepted by the coordinator (in comparison with 
the ideal and heuristics plans) or rescheduled for further balancing. The integration 
of optimization and heuristics techniques allows estimating the quality of agents’ 
heuristic decisions regarding the optimal solution. 

9.6 Integrated Modelling for Supply Chain Adaptive Planning 
and Execution 

The large variety of SCM issues can be classified into the subclasses of SC analy-
sis and synthesis. The models of SC analysis can be divided into SC design analy-
sis as well as SC operative monitoring (see Fig. 9.9).  

Fig. 9.9 Complex of conceptualized models for the problem of the SC dynamical structural-
functional synthesis and reconfiguration (adopted with changes from Ivanov 2009a) 

The models of SC synthesis are composed of SC configuration and reconfigura-
tion models. Most of the SC problems are cross-linked (i.e. models of SCMo and 
reconfiguration, static and dynamic models of the SC (re)configuration, SC syn-
thesis and analysis models). Conceptual, mathematical and information models are 
also interconnected with each other. 
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The SCs must be configured according to the project goals and reconfigured in 
dynamics according to the current execution environment. More typically, ques-
tions are centred on rationalizing the SCs in response to permanent changes in the 
SC itself and its environment (Harrison 2005). The general modelling structure of 
the SC dynamical structural–functional synthesis and reconfiguration is shown in 
Fig. 9.10 (Ivanov 2006). 

 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9.10 The general modelling schema of the SC dynamical structural-functional synthesis and 
reconfiguration (from Ivanov et al. 2007b) 

Let us consider the main steps of this schema referring also to the main phases 
of the SCM in Fig. 9.10. The modelling starts with the static graph-theoretical 
network description. The SC can be described graph-theoretically as a directed 
graph — a digraph. Then the elements of the organizational graph (enterprises) are 
described as active agents in terms of multi-agent theory. So the model of enter-
prise interactions can be constructed. In this stage, we combine graph-theoretical 
modelling with agents to describe active elements of the graph as well as to im-
plement modelling dynamics of the SC objects’ collaboration.  

The goal of the coordinator consists of project description and structuring ac-
cording to the proper level of decomposition. Any project can be presented as sev-
eral consecutive and/or parallel operations. In complex projects, different opera-
tions have different degrees of importance to the final result. That is why the 
importance level of each operation must be taken into account. When a coordina-
tor is in charge of several projects, there may be situations when the same compe-
tency is needed for different projects at the same time. These projects should not 
be considered independently, because they compete for the same resource. In or-
der to analyse such “linked” projects together, we propose to present them as a 
joined structure scheme that we call a technological network. The model of the 
technological network is an oriented graph. Its heads are considered competencies 
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that are necessary for project realization, and its edges serve to show the logical 
sequence of operations. The weights of each head reflect the volume of the com-
petency that is needed for the project’s performance (e.g. the total working time to 
execute a concrete technological operation on a concrete machine). Finally, at the 
end of this step, the coordinator obtains properly structured projects that are con-
sidered as a technological network. The next step is dynamic network description. 
In this stage, a set of interlinked dynamic models (see Chaps. 10 and 12) is formed 
to link the “ideal” planning results and the SC execution programmes under uncer-
tainty.  

The models of SC execution are comprised of SCMo and SC regulation (recon-
figuration) models. SCMo is based on the monitoring of the SC macro-structural 
macro-states (MSMS). The monitoring plan execution consists of determining di-
agnostics moments (critical control points), when the analysis of the planned and 
factual parameters of the SC execution (demand, inventories, jobs’ starting and 
ending, and stability) is carried out. The particular feature of the SC monitoring in 
terms of macro-states is that, at each monitoring stage, the control parameters are 
extracted from the parameter vector of the DAMG. The mathematical description 
of the DAMG has been considered in Okhtilev et al. (2006). The extracting rules 
depend on the management goals at the stage monitored. This makes it possible to 
consider all of the SC execution parameters described in the DAMG, and to ex-
tract the necessary control parameters in the current execution situation. 

SC reconfiguration (real-time replanning) is comprised of deviations analysis, 
the elaboration of compensating control actions and the construction of a new plan 
and production of appropriate correcting actions for the transition from the actual 
SC state trajectory to the planned one at a given time interval or by the final time. 
The model of SC reconfiguration is interconnected to the planning model. It is 
also based on the dynamical alternative multi-graph. While selecting a new SC, it 
is also essential to take into account a number of specific requirements (prefer-
ences of the SC focal enterprise or 4PL provider and suppliers at different SC lev-
els). The essence of decision making about a SC reconfiguration, that is to say 
about a SC plan transition from a current state to a desired state, is to ensure that 
the agents’ interests and the interests of a SC coordinator comply with each other.  
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Chapter 10 
Structure Dynamics Control and Multi-model 
Analysis 

It is not the strongest of the species that survive,  
nor the most intelligent, but the one most responsive to change. 

Charles Darwin 

The trouble with our times is that 
the future is not what it used to be. 

Paul Valery 

10.1 On the Control Approach: Conceptual and Mathematical 
Issues 

In recent years, the work on SCM has been broadened to cover SC dynamics. In 
these settings, control theory is becoming of even greater interest to researchers 
and practitioners (Disney and Towill 2002, Braun et al. 2003, Anderson et al. 
2006, Disney et al. 2006, Sethi and Thompson 2006, Lalwani et al. 2006, Ivanov 
et al. 2007, 2009, van Houtum et al. 2007, Wang et al., 2007).   

This study joins this research stream. It considers SC planning and scheduling 
from the perspectives of adaptable, stable, and analysable plans and schedules that 
enable the achievement of management goals instead of “ideal” optimal schedules 
that fail in a real perturbed execution environment. In the approach presented, the 
SC optimization will be considered from the perspectives of the entire value chain 
and as a function of the achievement of management goals. The approach aims to 
provide advanced insights into SC dynamics and constructive ways to transit from 
simple open time slots incremental planning to dynamic, feedback-based adaptive 
and integrated SC planning and scheduling to implement adaptability, stability, 
and crisis-resistance throughout the value chain. 

In Chap. 8, we have considered control theory and revealed its general advan-
tages and disadvantages with regard to the SCM domain. Here we would like to 
continue this discussion on a more detailed level. We will consider the issues in 
the application of the control approach to the SCM domain from two perspectives: 
conceptual and mathematical. 

Conventionally, the conceptual basics of control theory lead to the fields of au-
tomatic control, signal identification, and automatic regulation of technical sys-
tems. Unquestionably, the optimal control and systems analysis provide a number 
of advanced insights into the dynamics, stability, adaptability, non-linearity, and 
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high-dimensionality of complex systems. However, these techniques have not 
been widely applied to complex business systems. There are some reasons for this.  

First, the decision-making in business systems is of a discrete nature. In techni-
cal control systems, it is assumed that the control u can be selected continuously in 
time. The problem becomes even more complex as, though the decision-making in 
business systems is discrete, the processes and flows nevertheless remain continu-
ous. Hence, the mathematical models of classical optimal control need domain-
specific modifications. As the mathematics of the optimal control is very complex, 
these modifications can only be made by specialists who can deal with both dif-
ferential equations and business processes. 

Second, the mathematics of optimal control also has its limitations. In the 
1960–1970s, significant advances were made in optimal control techniques (Pon-
tryagin 1961, Lee and Markus 1967, Moiseev 1974, Bryson and Ho 1975). Begin-
ning from the formulation of explicit links between resources and operations, the 
logic of operations execution has also been introduced into the models. The non-
linearity has been considered in the right parts of the differential equations. The 
main problem was caused by the step functions (Moiseev 1974, Bryson and Ho 
1975, Aida-Zade 2005) and the arising sectionally continuous functions. The fact 
that the derived function from the step function is infinity has negatively influ-
enced the further development of optimal control techniques for planning and 
scheduling in complex systems. 

Third, the narrow understanding of control as a regulation function has often 
negatively influenced researchers in the application of control theory to manage-
ment domains. In fact, control theory and related disciplines, such as systems 
analysis, provide enough concepts and tools to consider control not only in this 
narrow interpretation, but also in a wide interpretation as a function that integrates 
the planning and execution of complex systems. In this wide interpretation, the 
control becomes closely related to the management while automatic decisions are 
integrated with human decision-making. 

Summarizing, our investigations have shown that the tasks of structural–
functional synthesis and the analysis of SCs cause the following problems: 

• the problem of high dimensionality and non-linearity of models that describe 
SC structures and operations; 

• the problem of describing uncertainty factors; and 
• the problem of multi-objective decision-making. 

In this chapter as well as in the following chapters, we will take up the above-
mentioned challenges and develop novel frameworks, models, and solvers. First, 
we will consider planning and scheduling as an integrated function within an 
adaptive framework. Second, we will formulate the planning and scheduling mod-
els as optimal control problems, taking into account the discreteness of decision-
making and the continuity of flows. By special techniques for process dynamics 
models and constraint formulation, e.g. by transferring the non-linearity into the 
left part of the differential equations, we will show how to transform the non-
linear operations dynamic model into a linear one. In doing so, the dimensionality 
of problems can be reduced and discrete optimization methods of linear program-
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ming can be applied for solution within the general dynamic non-linear model. For 
solving the problem, Pontryagin’s maximum principle will be applied and the La-
grange multipliers will be presented in dynamic form. The mathematical aspects 
will be considered in more detail in related models in the following chapters.  

In concluding this section, we would like to emphasize that the main motivation 
for this research approach is to combine the possibilities of different decision-
making techniques, such as OR, control theory, systems analysis, and agent-based 
modelling to achieve new quality in the decision-making support, e.g. in applying 
the proved fundamentals of control theory to the SCM domain, the conventional 
OR-based modelling techniques for SCM can be enriched by new viewpoints on 
dynamics, stability, adaptability, consistency, non-linearity, and high-
dimensionality of the complex system.  

The mathematics of the optimal control can help in revealing new conformities 
to natural laws that remain unrevealed within the OR field. Hence, the conven-
tional SCM problems may be considered from a different viewpoint and new 
problems may be revealed and formulated.  

On the other hand, the optimal control models may serve as an orientation for 
assessing the solution qualities of agents and heuristics as well as for managing 
SCs in dynamics by following optimization guidelines (this does not ultimately 
presume the finding of a strong optimum) rather than by relying on methodically 
weak-grounded approaches. 

10.2 Basics of Structure Dynamics Control 

In this chapter, the general technology of SC tactical–operational planning and 
the technology of SDC will be considered, which include the following stages: 

• structural–functional synthesis of the SC structures, plans, and schedules; 
• structural and parametric adaptation of planning models and algorithms to the 

past and present states of the SC and to the past and present states of the envi-
ronment; and 

• SC scheduling, control programme construction for SC structure dynamics, si-
mulation of possible scenarios of SC functioning according to the schedule, and 
structural and parametric adaptation of the schedule, models, and algorithms to 
future SC and environment states (predicted via simulation models) 

The unified description of various control processes lets one synthesize simul-
taneously different SC structures. The proposed approach lets one establish de-
pendence relation between control technology applied to SCs and the SCM goals. 
The mathematical models presented in this paragraph are an extended application 
for the SCM domain of the models for complex technical systems (Kalinin and 
Sokolov 1985, 1987, 1996, Skurikhin et al. 1989, Sokolov and Yusupov 2004; 
Okhtilev et al. 2006). 
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One of the main SC features is the multiple structure design and changeability 
of structural parameters because of objective and subjective factors at different 
stages of the SC life cycle. In other words, SC structure dynamics are constantly 
encountered in practice (see Fig. 10.1).  
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Fig. 10.1 SC multi-structural composition and structure dynamics (from Okhtilev et al. 2006) 

In Fig. 10.1, S is an SC multi-structural macro-state and δ is a current number 
of the SC multi-structural macro-states in dynamics σδ K,...,1= . The multi-

structural macro-state of an SC is composed of different structures and their inter-
relations. 

At different stages of the SC evolution, the elements, parameters, and structural 
interrelations change. In these settings, an SC can be considered a multi-structural 
process (Ivanov 2009, Ivanov et al. 2010). 

The main SC structures are the following:  

• product structure (bill of materials); 
• functional (structure of management functions and business processes);  
• organizational (structure of facilities, enterprises, managers, and workers);  
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• technical–technological (structure of technological operations for production 
and structure of machines, technical devises, etc.); 

• topological (geographical) structure; 
• information (structure of information flows according to the coordination strat-

egy); and 
• financial (structure of SC costs and profit centres).  

In the theory of SDC (Okhtilev et al., 2006), the control is composed of both 
state and structure control. The proposed approach to the problem of SC control in 
the terms of general context of SC SDC enables:  

• common goals of SC functioning to be directly linked with those implemented 
(realized)  in  SC control process;  

• a reasonable  decision  and selection of  adequate  consequence of problems 
solved and operations fulfilled related to structural dynamics to be made (in 
other words to synthesize and develop the SC control method); and  

• a compromise distribution (trade-off) of a restricted  resources  appropriated  
for SDC to be found voluntary. 

The approach to SDC problems is based on the functional–structural approach 
for describing objects of any different nature. At the same time the problems of 
SDC are the generalization of structural–functional synthesis problems, which are 
traditionally formulated in automation of complex technical-organizational sys-
tems.    

Let us introduce the main definitions. 
SC macro-state is a general SC state in which one or a number of SC objects 

can function.  
Structural state is an SC macro-state that reflects the current states of objects in 

an SC structure as well as interrelations between these objects.  
Multi-structural macro-state is an SC macro-state that reflects the current states 

of objects and structures in SCs as well as interrelations between them.  
Structure dynamics is a process of SC structure transition from one planned 

macro-state to another. 
Structure dynamics control is a process of producing control inputs and imple-

menting the SC transition from the current macro-state to a planned one. 
According to the specifics of the SDC problems, they belong to the class of the 

SC structural–functional synthesis problems and the problems of programme con-
struction for SC development. The main disadvantage of the problems belonging 
to the above class is that optimal control programmes for SC main elements and 
subsystems can be implemented only when the lists of functions and algorithms 
for control and information processing in these subsystems and elements are 
known. The distribution of the functions and algorithms among the SC elements 
and subsystems, in its turn, depends upon the actual control laws for these ele-
ments and subsystems. The described contradictory situation is complicated by the 
changes of SC parameters and structures caused by different factors during the SC 
life cycle. Currently, the class of problems being reviewed is not examined thor-
oughly enough. 
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The synthesis (selection) of technical–organizational structure (in our case, an 
SC structure (structures)) is usually reduced to the following general optimization 
problem (Zvirkun and Akinfeev 1993): 

 [ ] [ ]{ } extrMmRFfS →⊂⊂ )(π , (10.1) 

 P⊂π , (10.2) 

 )(πFf ⊂ , (10.3) 

 Mm ⊂ , (10.4) 

where P  is a set of feasible control algorithms and F  is a set of interrelated 
functions (tasks, operations) that can be performed by the system. For each subset 

P⊂π , there exists the set )(πF  from which the realizations sufficient for the 

given principles (algorithms) should be chosen, i.e. it is necessary to choose 
)(πFf ⊂ , M  is a set of SC possible elements, and the map R  takes F  to M . 

It is stated that the optimal map F  returns an extremum to some objective 

function (functions) S  under given constraints. The modifications of the consid-
ered problem concern the aspects of uncertainty and multi-criteria decision-
making. The complexity of the synthesis problem (Eqs. 10.3 and 10.4) is mainly 
caused by its high dimensionality that is by the number of variables and con-
straints in the detailed problem statement. That is why the methods of decomposi-
tion, aggregation and sub-problem coordination are widely used. Another peculi-
arity complicating the problem is the integer-valued variables. 

In this chapter and in Chap. 12, we will present a complex of SC control mod-
els. These models give unified technology for an analysis and optimization of var-
ious processes concerning SC planning and execution. The main advantage of the 
constructed models is that the structural and functional constraints for SC control 
are defined explicitly. The common conceptual basis facilitated the construction of 
a complex of unified dynamic models for SC control. The models describe the 
functioning SC along with the collaboration processes within them. The unified 
description of various control processes allows us to synthesize simultaneously 
different SC structures. Moreover, it lets us establish the dependence relationship 
between the control technology applied to SCs and the SCM goals. This statement 
is exemplified by an analysis of SC functional abilities and goal abilities. It is im-
portant that the presented approach extends new scientific and practical results ob-
tained in the modern control theory into the SCM domain. By now, the prototype 
programme realizations of models have been developed and used for the evalua-
tion of SC goal abilities and for the planning of SC operations (see Chap. 15). 
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10.3 A Multi-Model Description of Supply Chain Control 
Processes  

Let us define data structures and interrelations between the data of different SC 
structures. For this purpose, we used the CASE tools, special languages, such as 
UML, and systems dynamics and ontology analysis. Because these are large-scale 
data models, we introduce only an extract here. 
Class 1. Organizational structure: structure of enterprises, management depart-
ments, and workers (structure #1). 
Subclass 1.1. Structure of enterprises: competencies, location, etc. 
Subclass 1.1.1. Competencies: capacities, costs, reliability, quality. 
Subclass 1.1.2. Collaboration of enterprises. 
Class 2. Business process structure: coordinating parameters (demand, inventories, 
or orders), operations (distribution, production, replenishment; matched with sub-
classes), functions (in relations with the management departments) (structure #2). 
Class 3. Product structure: product variety, demand, bill of material, etc. (struc-
ture #3). 
Class 4. Technological structure: operations, machines (in relation to the technical 
devises of the subclass 1.1), quality data, etc. (structure #4). 
Class 5. Topological structure (locations, movements, etc.) (structure #5). 
Class 6. Financial structure (costs in correspondence to the classes 1–5) (struc-
ture #6). 

Let us introduce the following basic sets and structures: 

}},...,1{,{ )( nNjBB j =∈=  is a set of internal objects, e.g. enterprises that are 

embodied in an SC and are necessary for its functioning;  

}},...,1{,{ )( nNiBB i =∈=  is a set of external objects (customers, shareholders, 

creditors, logistics service providers) interacting with the SC (the interaction may 
be informational, financial or material); 
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jij PPP ><>< ∪= ρµρµ  is a set of SC flows that are under consumption for dif-

ferent resources (financial flows, material flows and information flows);  
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{ }},...,1{},,...,1{,,},{ )()(),(
,

),(
i

f
ii

o
i

jiji pKsKNjNiPP =∈=∈∈∈= >< ρµρµ  is a set 

of flows (informational, financial or material) produced when the objects )(iB  and 
)( jB  interact. 

Let { }NSGG ∈= χχ ,  be the set of structures that are being formed within the 

SC. To interconnect the structures let us consider the following DAMG: 

 tttt ZFXG χχχχ ,,= , (10.5) 

where the subscript χ  characterizes the SCD structure type, 

}6,5,4,3,2,1{=∈ NSχ , the time point t belongs to a given set T ; 

},{ , χχχ LlxX t
l

t ∈= ><  is a set of elements of the structure tGχ  (the set of DAMG 

vertices) at the time point t ; },,{ ,, χχχ LllfF t
ll

t ∈′= >′<  is a set of arcs of the 

DAMG tGχ  and represent relations between the DAMG elements at time t ; 

},,{ ,, χχχ LllzZ t
ll

t ∈′= >′<
 is a set of parameters that characterize relations numeri-

cally. 
The graphs of different types are interdependent thus, for each operation the 

following maps should be constructed: 

 ttt FFMM χχχχ ′>′< →:, . (10.6) 

Composition of the maps can be also used at time t:  

 tttt MMMMMMMM >′′′<><><>′< = χχχχχχχχ ,,,, ...
211

ooo . (10.7) 

A multi-structural state can be defined as the following inclusion: 

 σδ δ KXXXXXXS tttttt ,...,1,654321 =×××××⊆ . (10.8) 

Now we obtain the set of the SC multi-structural macro-states in dynamics: 

 },...,{}{ 1 σδ KSSSS == . (10.9) 
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Allowable transitions from one multi-structural state to another one can be ex-
pressed by means of the maps below: 

 δδδδ ′>′< →Π SSt :, . (10.10) 

Here we assume that each multi-structural state at time Tt∈  is defined by a 
composition (Eq. 10.6).  

Now, the problem of SC with structure dynamics considerations can be re-
garded as a selection of multi-structural macro-states },...,,{ 21

*
σδ KSSSS ∈  and 

transition sequence (composition) fTtt
>′<><>< ΠΠΠ δδδδδδ ,,, ...2

32

1

21
ooo  

),...( 21 fTtt <<<  under some criteria of effectiveness, e.g. service level and 

costs.  
Dynamics of the SC execution is presented as a DAMG to relate the above sets 

and structures. The DAMG is characterized by MSMS. The DAMG and the 
MSMS have been developed to meet the requirements on multi-structural design 
and to link planning and execution models, taking into account the structure dy-
namics. 

In integrating the operation dynamics model and the structure dynamics model, 
the following general model construction can be presented. The goal is to find 

such >< fTt SU *
* , δ  on the following constraints: 

 ( )
)()(*,

0~~,~, ],(,,,,,
sdfTt SU

f
ttttt extrTTtMMZFXJ

∆∆>∈<><>′< →∈Π
Uδ

δδχχχχχζ , (10.11) 
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, (10.12) 

where tU  are control actions for synthesis, ζJ  are SC performance metrics 

(costs, service level, etc.), },...,1{ ℑ∈ζ  is a set of the performance metric num-

bers, )()( sd ∆∆ U  is a set of dynamic and static alternatives of SCs, }~,...,1{~ Rr ∈  is 

a set of business and information processes constraints numbers, rR~  is a set busi-

ness and information processes constraints; rR~
~~

 are constants, which are known 

and ],( 0 fTTT =  is interval of time for SC synthesis. Other symbols have been ex-

plained above. 
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10.4 General Formal Statement of the Supply Chain Structure 
Dynamics Control Problem 

Let us consider the generalized formal statement of the SC SDC problem. This 
statement is introduced to work out in detail the description (Eqs. 10.11 and 
10.12). First we introduce basic sets and vectors: 
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 (10.13) 

The formulas define a dynamic system describing SC SDC processes. Here, 
)(tx  is a general state vector of the SC and )(ty  is a general vector of output cha-

racteristics. Then )(tu  and )),(( ttxv  are control vectors. Here, )(tu  represents 

the SC control programmes (plans of SC functioning) and )),(( ttxv  is a vector of 

control inputs compensating for perturbation impacts )(tξ . The vector β  is a gen-

eral vector of SC parameters. The subscripts define the types of models M . 
We consider the following models: 

• gM  – dynamic model of SC motion control 

• kM  – dynamic model of SC channel control 

• oM  – dynamic model of SC operations control 

• fM  – dynamic model of SC flow control 

• pM  – dynamic model of SC resource control  

• eM  – dynamic model of SC operation parameters control  

• cM  – dynamic model of SC structure dynamic control 

• νM  – dynamic model of SC auxiliary operation control 



10.4 General Formal Statement of the Supply Chain Structure Dynamics Control Problem     163 

All the described vectors should meet space–time, technical, and technological 
limitations; in other words, the vectors should belong to given sets: 

 ( ) ( ) ( ) ( )tttttttttttt plpl ),(),()(;),()(;||),(),(||)( TTT xVxvxQuxvuu ∈∈= , (10.14) 

 ( ) B∈∈ βxΞξ ;),()( ttt , (10.15) 

 ( )ttt ),()( ξXx ∈ , (10.16) 

where ( )tt),(xQ , ( )tt),(xV  and ( )tt),(xΞ  are correspondingly allowable areas for 

programme control, real-time regulation control inputs and perturbation inputs, B 
is an area of allowable values of parameters and ( )tt),(ξX  is an area of allowable 

states of SC structure dynamics. The dynamics of state and output vectors can be 
described by means of a transition function and an output one: 

 ),),(),(),((~)( ttttt βξuxx ϕ= , (10.17) 

 ( )ttttt ,),(),(),(~)( βξuxψy = . (10.18) 

The transition function ( )tttt ,),(),(),(~ βξuxϕ  and the output function 

( )tttt ,),(),(),(~ βξuxψ  can be defined in an analytical or algorithmic form. 

There are additional constraints for the initial state and the final state: 

 )()(),()( 00 βXxβXx ffTT ∈∈ . (10.19) 

Equation (10.19) determines the end conditions for the SC state vector )(tx  at 

time 0Tt =  and fTt =  ( 0T is the initial time of the time interval in which the SC is 

being investigated, and fT  is the final time of the interval). 

Let us introduce the following vector of the multi-model quality functional (to-
tal performance metric) to evaluate the SC performance in the operation period: 

 ( ) TT)(T)(T)(T)(T)(T)(T)(T)( ,,,,,,,,),(),(),( νJJJJJJJJβξuxJ cefpokgtttt =Θ
.(10.20) 

The problem of SC SDC includes tasks of three main classes: 
Class A problems (problems of structured analysis, problems of SC structure 

dynamics analysis with or without perturbation impacts); for constraints (Eqs. 
10.14–(0.19), ],( 0 fTTt∈  it is necessary to obtain ),(tx ),(ty )(tJG , where 
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)(tJG is the generalized performance metric which is constructed by multi-criteria 

procedures. 
Class B problems (estimation (observation) of problems, monitoring problems, 

problems of SC structural state identification); for constraints (Eqs. 10.14–10.19), 
],(~),~( 0 fTTtt ∈y  it is necessary to obtain structural state estimation )(ˆ 'tx  and 

structure parameters estimations β̂ ; here 't , ),( 0 fTTt∈ . 

Class C problems (problems of control input selection and problems of SC pa-
rameter selection, i.e. multi-criteria control problems for SC structures, modes and 
parameters, and multi-criteria problems of SC structural–functional synthesis); for 
constraints (Eqs. 10.14–10.19), ],( 0 fTTt∈  and performance metrics in Eq. 10.23 

it is necessary to obtain )(tplu , )),(( ttxν , β  such that the generalized functional 

)))(),),((),(),((( tttxttJJ GG ξνuxJ=  possesses its extreme values. 

10.5 Generalized Dynamic Model of Supply Chain Control 
Processes (M Model) 

In this section, a possible interconnection scheme of SC control models is pre-
sented. This generalized model provides a unified technology for an analysis and 
optimization of various processes concerning SC planning and execution.  

The detailed mathematical formulation of these models has been presented by 
Kalinin and Sokolov (1985, 1986) and Okhtilev et al. (2006). Here let us provide 
the generalized dynamic model of SC control processes ( M model): 
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where 
TT)(T)(T)(T)(T)(T)(T)(T)( ,,,,,,, vcefpokg xxxxxxxxx =  is a vector of the SC 

generalized state, 
TT)(T)(T)(T)(T)(T)(T)(T)( ,,,,,,, vcefpokg uuuuuuuuu =  is a vector 

of the generalized control, 10 , hh  are known vector functions that are used for the 

state x  end conditions at the time points 0Tt =  and fTt = , and the vector func-
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tions )2()1( , qq  define the main spatio–temporal, technical and technological con-

ditions for the SC execution. 
On the whole the constructed model M  (Eq. 10.21) is a deterministic non-

linear non-stationary finite-dimensional differential system with a reconfigurable 
structure. Figure 10.2 shows the interconnection of models gM , kM , oM , pM , 

fM , eM , cM and νM  embedded in the generalized model.  

 
Fig.10.2 The scheme of model interconnection  

In Fig. 10.2 the additional vector function of perturbation influences 
TT)(T)(T)(T)(T)(T)(T)(T)( ,,,,,,, vcefpokg ξξξξξξξξξ =  is introduced. This function 

describes the impact of the environment upon the SC functioning. In Chap. 12, se-
lected models of this generalized framework will be considered in detail. 

The solutions obtained in the multi-model complex presented are coordinated 

by the control inputs vector )()( tou  of the model Mo. This vector determines the 

sequence of interaction operations and fixes the SC resources allocation. The ap-
plied procedure of solution adjustment refers to resource coordination.  

The model complex M evolves and generalizes the dynamic models of schedul-
ing theory. The main distinctive feature of the complex is that non-linear techno-
logical constraints are actualized in the convex domain of allowable control inputs 
rather than in differential equations (see also Chap. 12).  
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10.6 Main Phases and Steps of Optimal Structure Dynamics 
Control Modelling 

It is assumed that there are some perturbation influences (objective, subjective, in-
ternal and external) upon an SC. The current SC multi-structural macro-state is 
known. In this case, there are two groups of problems to be solved. 

In the first phase, the formation of allowable multi-structural macro-states is 
performed. In other words, a structural–functional synthesis of a new SC should 
be fulfilled in accordance with an actual or forecasted situation.  

In the second phase, a single multi-structural macro-state is selected, and adap-
tive plans (programmes) of SC transition to the selected macro-state are con-
structed. These plans should specify transition programmes, as well as pro-
grammes of stable SC operation in intermediate multi-structural macro-states.  

10.6.1 Supply Chain Synthesis Algorithm 

The general algorithm of the SC structural–functional (re)synthesis includes the 
following main steps. 
Step 1. The gathering, analysis and interrelation of input data for the resynthesis 
of SC multi-structural macro-states. The construction or correction of the appro-
priate models. 
Step 2. The planning of a solving process for the problem of the SC macro-states’ 
resynthesis. The estimation of the time and other resources needed for the prob-
lem. 
Step 3. The construction and approximation of an attainable set (AS) for a dy-
namic system. This set contains an indirect description of different variants of SC 
make-up (variants of SC multi-structural macro-states). 
Step 4. The orthogonal projection of a set defining macro-state requirements for 
AS. 
Step 5. The interpretation of the output results and their transformation to a con-
venient form for future use (for example, the output data can be used for the con-
struction of adaptive plans for SC development). 

10.6.2 Method of Attainable Sets for the Evaluation of Supply 
Chain Goal Abilities  

Here, we introduce some comments on steps 3 and 4 of the previous section. Let 
us introduce the definition of an AS. The AS of a controllable dynamic system 
(Eq. 10.13) at ],( 01 fTTt ∈  includes points of all the system’s state trajectories at 

time 1t  under the following conditions: each trajectory begins at time 0Tt =  at the 
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point )( 0Tx  and is formed through some allowable control )(tu  over a time inter-

val ],( 10 TT . In other words, the AS is the set of all points to which the system can 
be steered at the instant of a given time (Chernousko 1994, Clarke et al. 1995). 
Herein, AS is denoted as )))((),(,,( 000 TTTt xUxD , where 

)),(()),(())(( ttttt xVxQxU ×=  is a set of allowable control inputs. 

AS is a very useful tool in the study of various problems of optimization, dy-
namical systems and differential game theory. Numerous papers have been de-
voted to the study of various properties of the AS of the control systems with 
geometric constraints on control (Chernousko 1994, Clarke et al. 1995, Motta and 
Sartori 2000, Sirotin and Formalskii 2003, Lou 2004, Guseinov 2009). In this 
study, we propose to apply attainable areas to the SCM domain. AS allows the ex-
plicit interconnecting of problems of estimation of SC goal abilities and stability. 
This opens up constructive ways to solve optimal control problems simultaneously 
with SC stability analysis. 

The economic sense of the AS consists of the following: the AS characterizes a 
set of SC plans and the values of the SC’s potential goals corresponding to them. 
The data on the AS and its basic characteristics in essence replace with themselves 
all the information necessary for the decision on problems of the evaluation of an 
SC’ potential performance, the stability of its functioning and the synthesis of SCs 
and their development.  

Let us explain the meaning of AS with an example. According to the classic 
scheme, the process of decision-making can be divided into two stages: (1) prov-
ing the existence of permissible solutions (i.e. proving SC manageability) and (2) 
searching for these solutions or an optimal solution. The AS allows the the first 
question to be answered. This defines the area where permissible solutions exist. 
For example, we are given the resources and time to achieve certain goals (e.g. the 
SC service level) with a forecasted demand. The AS analysis may provide the area 
in which permissible solutions (SC plans) are included. On the other hand, this 
may show that, with the given resource and at the given time horizon, it is impos-
sible to achieve the required service level; hence, we should introduce additional 
resources or expand the SC cycle.  

If the dimensionality of vectors x  and u  is high, the construction of an AS is a 
rather complicated problem. That is why an attainable set is usually approximated 
in different forms (Guseinov 2009). A possible approach to the AS approximation 
will be considered in Chapter 14. 

The points of the attainable set are not of equal interest. It is important to con-
struct a subset of macro-states favorable to the system’s mission. To generate use-
ful multi-structural macro-states, we need to set requirements for the characteris-
tics of SCs in these macro-states. This can be done on the basis of the extended 
state vector 

 
TT

~
T )(),()( ttt ap xxx = , (10.23) 
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where )(~ tax  are additional elements of SC state vector. These elements corre-

spond to elements of the vector J  transformed from an integral to a differential 
form via standard formulas (Gubarev et al. 1988). Now the variants of the re-
quired macro-states can be defined as 

 eTTT faffp
~,...,1~,)(~),(~)(~ TT

~,~
T

~~,~ == ><><>< µµµµ xxx , (10.24) 

where )(~T
~ fT><µx , )(~T

~,~ fa T>< µx  are given values characterizing the preferable multi-

structural macro-states. However the contradictory requirements for SC design can 
lead to violation of one or more constraints: 

 eTT fpfp
~,...,1~),()( ~,~~ == ><>< µµxx  (10.25) 

(for some fixed µ~ ). Therefore, a compromise solution should be found. It is de-

sirable to construct a state vector )(~ fp T><x  that is the nearest for a given metric to 

)(~,~ fp T>< µx . To receive such a solution, we use the points of )(~,~ fp T>< µx  to form 

the convex capsule }~,...,1~,{ ~ eEconvE == µµ , where µ~E  is a given point of an ex-

tended state space )(~,~ fp T>< µx . It can be proved that the orthogonal projection of 

the set E  to the AS ))(,,( 00 TTt xD  (in our case, to the approximation of AS) pro-

duces within ))(,,( 00 TTt xD  a set of non-dominated alternatives (Pareto’s set). The 

attainable multi-structural macro-states of a stable SC execution are to be sought 
in Pareto’s set. 

There can be distinguished several variants of E  and ))(,,( 00 TTt xD  inter-

location (see Fig. 10.3) (Gubarev et al. 1988, Petrosyan 1994). 

Variant 1: ( ) ∅=∩ )(,, 00 TTtE xD . In this case, the convex capsule E  of points 

)~,...,1~(~ eE =µµ  and AS ))(,,( 00 TTt xD  do not intersect (see Fig. 10.3a). Let 

( )ETTt )(,, 00 xDπ  be an operator of orthogonal projection of E  to AS. Pareto’s set 

)(nd∆  is defined as follows: 

 ( ){ }Ettt TTtpp
nd

)(,,
)(

00
)(|)()( xDxx π∈=∆ . (10.26) 

Therefore, for the first variant of E  and ( ))(,, 00 TTt xD  inter-location, Pareto-

optimal points )(~ tpx  (characterizing preferable SC multi-structural macro-states) 

are projections of E  to the bound of AS. In Fig. 10.3 a Pareto’s set in the ex-
tended state space is marked with a solid line. 
Variant 2: ( ))(,, 00 TTtE xD⊂ . Then 
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 ( ){ }EEttt TTtpp
nd =∈=∆ )(,,~~

)(
00

)(|)()( xDxx π . (10.27) 

This is a rather rare case. Here, all the given points )~,...,1~(~ eE =µµ  are attain-

able (see Fig. 10.3b). In this case, all Pareto-optimal points px  are located in the 

convex capsule E . 
 

 

Fig. 10.3 Distinguished several variants of E  and ( ))(,, 00 TTt xD  inter-location  

Variant 3: Let ( ) ETTt ⊂)(,, 00 xD . Then  

 ( ) ( ){ })(,,)(|)()( 00)(,,~~
)(

00
TTtEttt TTtpp

nd xDxx xD =∈=∆ π . (10.28) 

Therefore, in this case, all the boundary points of AS are Pareto-optimal (see 
Fig. 10.3c). 

Variant 4: This is the most common case of E  and ))(,,( 00 TTt xD  inter-location 

(see Fig. 10.3d): ( ) ∅≠∩= )(,,~
00 TTtEE xD . Then 

 ( ){ }EEttt TTtpp
nd ~)(|)()( )(,,~~

)(
00

∪∈=∆ xDxx π . (10.29) 
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Therefore, the first phase of the SC planning resulted in a set of non-dominated 
alternatives (Pareto’s set). The elements of this set are possible SC plans. Further, 
it is necessary to analyze the influence of perturbation impacts to an SC.  

The proposed original description of SC dynamics establishes dependence rela-
tions between control technology and the goals of the SC control system. For ex-
ample, the methods of optimal control theory applied to the models Mo, Me and Mn 
help to estimate the degree of interdependency between the quality of SC execu-
tion according to the specified goals and such aspects of SCM as SC resource al-
location, routing, etc. Various combinations and interactions of particular control 
models in the general model M form the basis for a detailed multi-criteria analysis 
of the factors influencing the objective results of SC execution. 

10.6.3 Supply Chain Resynthesis Algorithm 

The phase of the SC reconfiguration is aimed at a solution of multi-level multi-
stage optimization problems. The general algorithm of problem solving should in-
clude the following steps (mathematical algorithm description will be presented in 
Chap. 13). 
Step 1. During this step, a structural and parametric adaptation of models, algo-
rithms, and special software tools of the SS is fulfilled for the past and the current 
states of the environment, for the object-in-service and for the control subsystems 
embodied in the existing and developing SC. For missed data simulation, experi-
ments with SS models or expert inquest can be used. SS is an important part of the 
proposed framework DIMA (see Chap. 9). 
Step 2. Planning of the integrated modelling of adaptive SC control and develop-
ment for the current and forecasted situation; planning of simulation experiments 
in SS; the selection of models; the selection of the model structure; the determina-
tion of methods and algorithms for particular modelling problems; the selection of 
models and the model structure for these problems; the estimation of the necessary 
time. 
Step 3. Generating, via integrated modelling, feasible variants of SC functioning 
in the initial, intermediate, and required multi-structural macro-states; introducing 
the results to a decision maker; preliminary interactive structural–functional anal-
ysis of the modelling results; producing equivalent classes of SC multi-structural 
macro-states. 
Step 4. Automatic putting into operation of the data of SC functioning variants; 
analysis of constraints’ correctness; final selection of the aggregation level for SC 
SDC models and for computation experiments aimed at SC SDC programme con-
struction. 
Step 5. Search for optimal SC SDC programmes for the transition from a given 
multi-structural macro-state to a synthesized one and for stable SC operation in in-
termediate multi-structural macro-states. 
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Step 6. Simulation of programme execution under perturbation impacts for differ-
ent variants of compensation control inputs received via methods and algorithms 
of real-time control. 
Step 7. Structural and parametric adaptation of the plan and of SS software to pos-
sible (forecasted through simulation models) states of the SC and of the environ-
ment. Here, SC structural redundancy should be provided for the compensation of 
extra perturbation impacts. After reiterative computation experiments, the stability 
of the constructed SC SDC plan is estimated. 
Step 8. The transfer of adaptive planning results to a decision maker; the interpre-
tation and correction of these results. 

One of the main opportunities of the proposed method of SC SDC is that, be-
sides the vector )(tplu , we receive a preferable multi-structural macro-state 

)()( )(
~ f

nd
fp TT ∆∈x  at time, fTt = . This is the state of stable operating of the SC 

in the current (forecasted) situation.  
The application of the proposed algorithm to the SC reconfiguration will be 

considered in Chap. 13. In Chap. 14, we will apply the AS to the SC stability 
analysis. 
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Chapter 11 
Adaptive Planning of Supply Chains 

 
 

It is a mistake to try to look too far ahead.  
The chain of destiny can only be grasped one link at a time. 

Winston Churchill 
 

11.1 Planning 

Planning, in the broad sense, is a purposeful, organized and continuous process 
including the synthesis of SC structures and elements, the analysis of their current 
state and interaction, the forecasting of their development for some period, the 
forming of mission-oriented programmes and schedules, and the development of 
SC SDC programmes for the transition to a required (optimal) structural macro-
state.  

Planning, as a phase of decision-making, has several peculiarities: 

• Planning is a preliminary design of the organization design and functioning 
mechanism providing goal achievement by a given time. 

• The result of planning is a system of interrelated distributed time-phased deci-
sions, while the function of planning is directly connected to the function of the  
regulation control, since designing and keeping programme trajectories use 
common resources. 

• The process of planning permanently approaches the end but never reaches it 
for two reasons: first, revising decisions lasts until concrete actions are per-
formed; second, the system and the environment can change during the plan-
ning process; therefore, it is necessary to correct plans periodically. 

• Planning is aimed at the prevention of erroneous operations and at a decrease in 
unimproved opportunities. 

The main requirements for a plan are as follows: 

• analysability (the plan execution should be subject to comprehensive analysis); 
• controllability (the plan execution should be subject to control); 
• adaptability (the plan should be able to be adapted in the planned and un-

planned modes); 
• goal approachability (the plan should ensure the fulfilment of management 

goals); and 
• synchronizability (the plan should be coordinated in the horizontal mode under 

the SC partners and in the hierarchical mode with the plans of superordinated 
and underordinated levels). 
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In a general case, planning is concerned with the following groups of tasks (see 
Fig. 11.1):  

• the formation of SC goals and objectives, i.e. the evaluation of preferable states 
and the time for achievement of goals and objectives;  

• the determination of means and instruments for the achievement of goals and 
objectives;  

• the determination of resources and their sources for the implementation of 
plans, as well as the development of principles and methods for resource allo-
cation; and 

• the design of the SC (first of all, the development of the SC’s main structures) 
and SC functioning processes, providing continuity of comprehensive planning 
and control for the system structure-dynamics. 

 

Supply chain structures impor-
tant to the planning of the op-

eration and to structure-
dynamics control 

Planning for different elements and 
subsystems in supply chains 

a priori knowledge about uncer-
tainty level of the environment

Planning for different control operations 
in the supply chain operating period 

Sequence of planning tasks 

Planning interval 

Planning problems for supply chain management

A priori knowledge 
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purpose of the environment 
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non-purposeful environment
deterministic environment
stochastic environment
fuzzy environment
environment with unknown parameters 
combined uncertainty of the environment 

integrated planning of supply chain elements and subsystems 

independent planning of supply chain elements and subsystems 

strategic planning

operational planning

controlled objects (elements of supply chains): goal-oriented and aux-
iliary facilities, resources, structure dynamics 

control subsystems: management departments, managers, dispatchers, 
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tactical planning

Planning concepts 
satisfactory planning

adaptive planning
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Fig. 11.1 Classification of planning problems  
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Planning approaches can be divided into incremental planning, which concen-
trates on situation predictions in terms of mathematical models, satisfactory (for-
mal) planning, which considers SC reactions to external impacts and adaptive 
planning, which supports SC interaction with the environment.  

Actually, the widespread techniques of OR mostly support incremental plan-
ning, which does not include dynamic feedback. Such an approach can be justified 
for problems for which a single plan computation should be fulfilled. These prob-
lems may be either of a very strategic nature or a very operative nature. In most 
tactical–operational problems that refer to the SC dynamics being under control, 
gathering current information about the SC execution and adapting SC operations, 
plans, and configurations as well as updating related models are mandatory. 

The variety of planning problems is presented in Fig. 11.1. In practice, there are 
situations where planning as a goal approachability system should be given up and 
the desired goals approached empirically. The first ground for such a situation is 
system complexity, which makes planning insensible because of the following: 

• too long-lasting and complex a planning process, during which the reality can 
change many times;  

• the generated plan is neither analysable nor controllable or adaptable; and 
• a plan is unstable and fails in a real execution environment. 

Here, we can refer to the issue of complexity as considered in Chap. 5.  The 
main source of system complexity is uncertainty, which is the primary cause of 
precise planning impossibility. In the context of adaptive planning, the following 
procedure is proposed. If there is not sufficiently full information about the system 
and operation dynamics, certain key operations and events must be determined, of 
which the uncertainty of states does not allow operation plans to be formed. As a 
result, a number of alternative operation dynamics scenarios can be elaborated. 
Further, with time, the uncertain (at the time of planning) operations’ states be-
come certain and possess certain characteristics (parameters). Hence, a systematic 
possibility to select a plan quickly from a fixed number of alternatives can be pro-
vided. 

This analysis provides evidence that the planning and execution problems in 
SCs are tightly interlinked. In general, this interrelation is as follows: SC effi-
ciency at the planning stage depends on two factors: (1) control actions that are 
planned and (2) future control actions to compensate for a possible deviation from 
the plan. On the other hand, adjustment actions’ efficiency also depends on two 
factors: (1) control actions that are taken in operations’ execution dynamics and 
(2) control actions that have been taken at the planning stage. Hence, the planning 
and execution models are to be inter-reflected, which means, in both of the mod-
els, that the decision-making principles of the other model are to be reflected.  
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11.2 Adaptive Planning  

Adaptive planning is a continuous, event-driven, real-time (re)planning and con-
trol process. It uses not only simple open time slots (in contrast to incremental 
planning) but employs conflict-driven plan changes during the system execution 
(Andreev et al. 2007). In Fig. 11.2, the adaptive planning logic is presented. 

Analysis of the past

Adaptation point

Updated future forecasts

Real process
execution

Updated process
trajectory at the
instant of time t1

Process trajectory
borders as updated at 
the instant of time t1

Process trajectory
borders as 
planned at the
instant of time t0

t0 t1

Process execution
trajectory as planned
at the instant of time t0

Current state

 

Fig. 11.2 Adaptive planning logic 

Adaptive planning is a method of planning in which a plan is modified periodi-
cally by a change in the system parameters or the characteristics of control influ-
ences on the basis of information feedback about a current system state, the past 
and the updated forecasts of the future.  

In adaptive planning, the precision of planning decisions decreases while mov-
ing away from the decision point (see Fig. 11.3). 

t t+1 t+2

t1 t2

Planning precision

 

Fig. 11.3 Precision of planning decisions 
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As shown in Fig. 11.3, planning decisions become fuzzier with increasing dis-
tance from the decision-making point. This may be interpreted as a sequence of in-
ter-inserted funnels. At certain intervals, the plans are updated, the “fuzzy” part of 
the plans becomes precise and a new funnel for the further process course appears. 
Such an approach provides the required flexibility with regard to dynamics and 
uncertainty. Hence, adaptive planning implies problem resolution and redefinition 
through the learning process, rather than problem solving. This allows us to inter-
pret planning and scheduling not as discrete operations but as a continuous adap-
tive process. The adaptive planning procedure can be interconnected with the AC 
procedure. This allows reaction in the real-time mode to necessities for replanning 
due to disruptions in SCs (unplanned regulations).  

11.3 Adaptation Framework 

The main purpose of the adaptation framework is to ensure dynamic scheduling 
model parameter tuning with regard to changes in the execution environment. In 
the proposed framework, the plan adaptation is connected to the model adaptation. 
The parametric adaptation is enhanced by a structural adaptation. In Fig. 11.4, the 
general conceptual framework of the adaptive planning and scheduling is pre-
sented. 

External 
adaptation

Analysis

Monitoring

Plan       
formation

Scheduling   
model

Internal 
adaptation

Process

Analysis

Plan 
execution

Perturbation 
influences

654

3

7 8

91

2

 

Fig. 11.4 General conceptual framework of the adaptive planning and scheduling (based on the 
principles described in Skurikhin et al. 1989). 

An SC, when regarded as an object of control, is a non-stationary, non-linear 
and high-dimensional system with difficult-to-formalize aspects. The SC is char-
acterized by the lack of a priori status information and non-strict criteria of deci-
sion making. 

The proposed framework of adaptive planning and control includes the follow-
ing main phases: 
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• parametric and structural adaptation of SDC models and algorithms for previ-
ous and current states of the SC (blocks 1, 2, 3); 

• integrated planning and scheduling of SC operations (blocks 4, 5); 
• simulation and analysis of SC execution according to different plans, sched-

ules, and variants of control decisions in real situations (blocks 6); 
• structural and parametric adaptation of the plans and schedules, control inputs, 

models, algorithms, which is based on results of simulations experiments 
(blocks 7); and 

• plan and scheduling realization in real time, correction of the control action 
(blocks 8, 9). 

To implement the proposed concept of adaptive planning and control, let us 
consider two groups of parameters for SDC models and algorithms: 

• parameters that can be evaluated on the basis of real data available in the SC; 
and 

• parameters that can be evaluated via simulation models for different scenarios 
of future events. 

The adaptation procedures can be organized in two control loops: 

• external adapter; and 
• internal adapter. 

The following parameters belong to the first group and can be evaluated 
through the external adapter: 

• the values of end conditions of the SDC models (values of SC performance in-
dicators); 

• economic and technological characteristics of SC elements and subsystems; 
and 

• probabilistic characteristics and values of real and observed random processes. 

The second group of parameters being evaluated through the internal adapter 
includes such characteristics as: 

• a redundancy rate for reserving of different types (functional, temporal, and in-
formational reserving); 

• priority of SC performance indicators; and 
• parameters that define the variants of compensation for trajectory deviations 

(violations of the schedule) in the simulation models. 

When the parametric adaptation of a SC does not provide simulation adequacy 
then structural transformations can be necessary. Two main approaches to struc-
tural model adaptation can usually be distinguished. The first approach lies in the 
selection of a model from a given set. The model must be the most adequate to 
supply the chain state and environment. The second approach stands for the SC 
SDC model construction of elementary models (modules) in compliance with the 
given requirements. The second approach provides more flexible adjustment of 
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SCs. However, the first one is faster and can be effective if the application knowl-
edge base is sufficiently large. 

Both approaches need the active participation of system analysts and decision 
makers in SCs and consider hard-formalizing factors and dependences. The struc-
tural adaptation of an SC takes a certain period of time, when the following main 
activities should be performed (Skurikhin et al. 1989): 

• selection or construction (synthesis) of SC SDC models meeting the given re-
quirements; 

• selection or construction (synthesis) of SC SDC algorithms for the given condi-
tions and control problems; 

• synthesis of software and dataware for the given control problems; and 
• adjustment of SC parameters for the current and predicted states of the SC (pa-

rametric adaptation). 

Sometimes it is useful to adjust models and algorithms that are not currently 
used in SC control processes; this will provide fast utilization of additional models 
when they are needed. The considered adaptation should be based on the results of 
the SC SDC simulation. 

11.4 Controller Concept 

By designing the controller, we will reflect two particular features of SCs, namely: 

• the delays between the deviations’ identification and the adjustment decision 
making are handled within the SDC approach; and 

• a combined people–machine adjustment system for the SC adaptation in the 
case of different disruptions will be used.  

The perturbation impacts initiate SC structure dynamics. A hierarchy of ad-
justment actions is brought into correspondence with different deviations in the 
SC execution. For small perturbations, a state correction takes place (time hori-
zon — minutes or hours). For greater perturbations, structural states or MSMS are 
adjusted (time horizon — weeks or months). In the paper by Ivanov et al. (2010), 
it has been proved that structure dynamics considerations may allow the estab-
lishment of adaptive feedback between the SC design, tactics, and operations.  

The model of decision-making for the controller is based on the direct connec-
tion of business processes’ stability estimation and analysis with problems of es-
timation and the analysis of their economic efficiency. The model is based on the 
dynamic interpretation of the SC’s functioning process. The results of the stability 
analysis are brought into correspondence with different SC adjustment measures.  

The stability analysis allows the definition of the admissible borders of devia-
tion from SC execution parameters proceeding from the criteria of influence of 
these deviations on performance metrics and on the possibility of returning the SC 
to a planned (or wished for) state after disturbance. As a result of such an analysis, 
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some zones of stability are defined, to each of which there corresponds a certain 
level of necessary control influences (see Chap. 7). 

11.5 Supply Chain Planning Levels and Their Reflections 

SCP is composed of setting management goals and defining measures for their 
achievement (Kreipl and Pinedo 2004). On the basis of the goals of the superordi-
nated level of an SC, plans of a current level are formed. E.g. strategic goals can 
be referred to the service level and costs. The measures are in this case the realiza-
tion of customers’ orders. To fulfil these orders, schedules are to be constructed.  

Planning decisions in SCM can be divided into strategic (SCD), tactics (SCP), 
and operations (see also the classification given in Sect. 9.3). As the term implies, 
strategic decisions are typically made over a longer time horizon. Over the last 
decade, a wealth of valuable approaches for SC strategic planning have been ex-
tensively developed (Simchi-Levi et al. 2004, de Kok and Graves 2004, Chopra 
and Meindl 2007). SC design deals with strategic issues of distribution networks 
and supplier/customer integration (Cohen and Lee 1988, Beamon 1999, Tayur et 
al. 1999, de Kok and Graves 2004, Simchi-Levi et al. 2004). 

 SCD is a critical source of competitive advantage and consists of SC structur-
ing in accordance with the given competitive strategy, SC strategy, product pro-
gramme, coordination strategy, distribution strategy, and financial plans (Chopra 
and Meindl 2007) as well as with demand and supply uncertainty (Lee et al. 1997, 
Santoso et al. 2005). Conventionally, the SCD’s central question is to determine 
which suppliers, parts, processes, and transportation modes to select at each stage 
in the SC. The literature on SCM indicates a need in multi-structural SC treatment 
to take into account the product, business processes, technological, organizational, 
technical, topological, informational, and financial structures (Lambert and Coo-
per 2000, Bowersox et al. 2002).  

SCP considers a shorter time horizon (months, weeks) and deals with demand 
forecasting, master production planning, supply planning, replenishment planning, 
inventory management and transport planning. Coordination in SC tactical plan-
ning plays a fundamental role to mitigate uncertainty (Holweg and Pil 2008) with 
the help of synchronizing information flows from a point-of-sale up to the raw 
material suppliers and material flows in the reverse way. One key problem in near-
ly all SCs is the so-called bullwhip effect (Lee et al. 1997). Different concepts of 
coordination have been developed over the last two decades, such as ECR, CPFR, 
JIT and VMI. Enablers of the coordination are information technologies, such as 
ERP, APS, EDI and RFID.  

Operational decisions are short-term, and focus on activities on a day-to-day 
basis. While the SC is running, problems of operative order planning, SCMo, and 
reconfiguration in the case of operative disruptions (i.e. machine failures, human 
errors, information systems failure, cash-flow disruption or simply catastrophic 
events) as well as tactical/strategic changes (i.e. new products, new OPP, etc.) are 
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to be solved (Graves and Willems 2005, Ijounu et al. 2007, Ivanov and Ivanova 
2008). 

However, conventionally the planning decisions at each of these levels have 
been considered in isolation from the other levels. In practice, the interrelation of 
these three management levels is very important. Moreover, decisions on SC strat-
egy, design, planning, and operations are interlinked and dispersed over different 
SC structures (functional, organizational, informational, financial, etc.). The effi-
ciency and applicability of the decisions decrease if decision-supporting models 
are considered in isolation for different SC managerial levels and structures 
(Ivanov et al. 2010).  

In practice, partial SC strategy, design, planning and operations decisions are 
highly interlinked (Ivanov 2009b). The issues of aligning the SC strategy, design, 
tactics and operations have been highlighted in literature episodically. Harrison 
(2005) and Chopra and Meindl (2007) emphasized that SCD decisions are closely 
linked to the corporate and SC strategy. Chen (2007) presented a survey on inte-
grated models of SCD. He pays particular attention to the strategic and tactical le-
vels, considering three types of integrated problem: location-inventory, inventory-
routing and location-routing. Sabri and Beamon (2000) developed an integrated 
multi-objective SC model for use in simultaneous strategic and operational SCP. 
Multiple objective decision analysis is adopted to allow the use of a performance 
measurement system that includes cost, customer service levels and flexibility 
(volume or delivery). This model incorporates production, delivery and demand 
uncertainty, and provides a multi-objective performance vector for the entire SC.  

Guille´n et al. (2006) addressed the integrated planning/scheduling of SCs with 
multi-product, multi-echelon distribution networks, taking into account financial 
management issues. In order to tackle this problem, a mathematical formulation is 
derived, combining a scheduling/planning model with a cash flow and budgeting 
formulation. They also enhance the model by considering not only the insertion of 
financial aspects within an SCP formulation, but also the choice of a financial per-
formance indicator, i.e. the change in equity, as the objective to be optimized in 
the integrated model (Guille´n et al. 2007). Moon et al. (2008) dealt with the inte-
gration of process planning and scheduling. They formulate an MIP model to 
solve this problem of integration. This model considers alternative resources: se-
quences and precedence constraints, and is solved with an evolutionary search ap-
proach. Ivanov et al. (2010) presented a conceptual framework and a mathemati-
cal model of multi-structural SC planning. Ivanov (2009a) developed a multi-
disciplinary approach for integrated modelling SCs. Chandra and Grabis (2007) 
reported on simulation tool Flextronics which is used to transform SCs in accor-
dance with the changes in market environment. 

Let us consider the SC strategy, design, tactics and operations as a whole sys-
tem in details (see Fig. 11.5). 

Based on demand and supply forecasts (input )(tU ), SC plans are generated 

within the designed structures. If concrete orders penetrate a SC, SC operations 
plans are generated according to the orders’ parameters (price, delivery place, 
batch size, etc.). While running a SC, different disturbances can affect the SC and 
cause deviations and disruptions. 
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SCMo is meant for the maintenance of output parameter values of an SC in ac-
cordance with the required ones of input signals from the SC plans, design and 
strategy. The results of the SC monitoring are reflected in the SC performance 
block.  
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Fig. 11.5 Conceptual model of linking SC strategy, design, tactics, and operations (from Ivanov 
2009b) 

The SC adaptation serves for implicating monitoring results while the SC is 
running and for corrective control actions and to SC operations, plans, design and 
strategy. The adaptation is meant not only for processes but also for SC models, 
which should cohere with the current execution environment.  
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Chapter 12 
Modelling Operations Dynamics, Planning and 
Scheduling  

The greatest challenge to any thinker is stating the problem 
 in a way that will allow a solution. 

Bertrand Russell 

12.1 Research Approach 

The proposed approach is based on fundamental scientific results of the modern 
optimal control theory (Okhtilev et al. 2006, Sethi and Thompson 2006) in combi-
nation with the optimization methods of OR.  This mathematical model is the ex-
tended application to the SCM domain of the scheduling model for complex tech-
nical systems (Kalinin and Sokolov 1985, 1987, 1996, Sokolov and Yusupov 
2004, Okhtilev et al. 2006) and reflects the conceptual cybernetic framework of 
SC planning and execution presented for different SCM domains in Ivanov et al. 
(2007, 2009, 2010). 

The proposed approach has the following particular features. First, we consider 
planning and scheduling as an integrated function within an adaptive framework. 
Recent studies (Moon et al. 2008, Shao et al. 2009) have provided evidence that 
the performance of SCs can be improved greatly if planning and scheduling are 
not performed in a sequential way but are integrated and considered simultane-
ously.  

Second, we formulate the planning and scheduling models as optimal control 
problems, taking into account the discreteness of decision making and the continu-
ity of flows. By special techniques for process dynamics models and constraint 
formulation, we will show how to transform the non-linear operations dynamics 
model into a linear one. In doing so, the dimensionality of problems can be re-
duced and discrete optimization methods of linear programming can be applied for 
solution within the general dynamic non-linear model.  

In the model, a multi-step procedure for solving a multiple objective task of 
adaptive planning and scheduling is implemented. In doing so, at each instant of 
time while calculating solutions in the dynamic model with the help of the maxi-
mum principle, the linear programming problems to allocate jobs to resources and 
integer programming problems for (re)distributing material and time resources 
solved. The process control model will be presented as a dynamic linear system 
while the non-linearity and non-stationarity will be transferred to the model con-
straints. This allows us to ensure convexity and to use the interval constraints. As 
such, the constructive possibility of discrete problem solving in a continuous man-
ner occurs.  
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Third, the modelling procedure is based on an essential reduction of a problem 
dimensionality that is under solution at each instant of time due to connectivity 
decreases. The problem dimensionality is determined by the number of independ-
ent paths in a network diagram of SC operations and by current economic, techni-
cal, and technological constraints. In its turn, the degree of algorithmic connec-
tivity depends on a dimensionality of the main and the conjugate state vectors at a 
point when the solving process is being interrupted. If the vectors are known, then 
the schedule calculation may be resumed after the removal of the appropriate con-
straints. As such, the problem under solution can be presented with a polynomial 
complexity rather than with an exponential one. In contrast, traditional exact sche-
duling techniques work almost with the compete list of all the operations and con-
straints in SCs.  

Fourth, for solving the problem, Pontryagin’s maximum principle is applied 
(Pontryagin 1961, Shell 1968, Day and Taylor 2000). The algorithm of optimal 
control is based on a transformation of the optimal control problem to the bound-
ary problem. Besides, the Lagrange multipliers will be presented as dynamic pa-
rameters of the conjunctive vector (eq. 10.25).  

Fifth, the multi-objective optimization for taking into account the individual 
preferences of decision-makers is applied. The construction and narrowing of Pa-
reto’s sets is performed in the interaction mode providing decision-maker partici-
pation. The model basis in such a case is represented by discrete models of ma-
thematical programming, queuing model, simulation models, and development 
control. Further considerations on the Pareto optimization and AS are included in 
Chaps. 10, 13 and 14. 

12.2 Dynamic Models of Operations Dynamics Control 

Let },...,1{},,{ )( nNNiBB i =∈=  be a set of customers’ orders that can be real-

ized in an SC. Each order is characterized by operations 

),...,1;,...,1()( nisD i
i ==µµ . Let { })()1( ,..., nBBB =  be a set of resources (enter-

prises) in an SC. The jobs’ realization with these resources is connected to the 

flows (material, financial, etc.) { }.,...,1,,...,1,),(
,

),(
ii

jiji psPP === >< ρµρµ  The block-

ing of certain arcs in the dynamical graph resulting from the set-theoretical SC 
structure description given in (Ivanov et al. 2010) is possible to reflect non-
cooperative relations between certain enterprises in an SC. The duration of opera-
tions and the resource productivity together with low and upper borders of pertur-
bation impacts on resource availability and productivity are known. Enterprises 
can block the availability of their resources for certain periods of time (in the form 
of time–spatial constraints). 

The goal is to (re)configure, (re)plan and (re)schedule the customer orders 
within the whole planning period subject to the maximization of the service level 
(the general volume of fulfiled orders in accordance with the delivery plan), the 



12.2 Dynamic Models of Operations Dynamics Control      187 

minimization of penalties for breaking delivery terms and the maximization of 
equal resource charge in the SC (the requirement for SC collaboration).  

The formal statement of the scheduling problem will be produced, as noted 
above, via a dynamic interpretation of the operations’ execution processes. In the 
further course of this section, we will consider the partial dynamic models of SC 
control in details. These models correspond to the models listed in Sect. 10.2.  

12.2.1 Dynamic Model of Collaborative Operations Control 

Mathematical model of operations control processes  
Let us consider the mathematical model of the operation )(iDµ  processing. The fol-

lowing notation can be introduced: 
)(o

ix µ  is a variable characterizing the state of the operation )(iDµ ,  

ijε  is an element of the preset matrix time function of time-spatial constraints 

( 1=ijε , if i
ktt ≥ , 0=ijε , if i

ktt < ), (e.g. a constraint on the production shift from 

7am to 4pm), 
)(o
jiu µ  is a control action ( 1)( =o

jiu µ , if the resource )( jB  processes the operation )(iDµ , 

0)( =o
jiu µ  otherwise), 
)(o

ijx ηρ  is a variable characterizing the state of the operation to deliver the product 

flow ),(
,
η
ρ

j
si

P >< to the customer )(ηB with the use of the resource )( jB , 

)()( tu o
ijηρ  is control action ( 1)()( =tu o

ijηρ , if the resource )( jB  is used for the delivery 

of the product flow ),(
,
η
ρ

j
si

P ><  to the customer )(ηB ; 0)()( =tu o
ijηρ otherwise, 

t  is current instant of time, 
],( 0 fTTTt =∈  is a planning horizon,  

)(0 fTT  is a start and end instants of time of the planning horizon. 

The dynamics of the operation )(iDµ can be expressed as  

 ∑
=

=
n

j

o
jiij

o
i utx

1

)()( )( µµ ε& . (12.1) 

Results of operations execution with regards to the flows consumption ρ is ex-
pressed through  

 )()( o
ij

o
ij ux ηρηρ =& . (12.2) 
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The economic sense of eq. 12.1 consists of the operations dynamics representa-
tion in which process non-stationary and time resource consumption are reflected. 

Equation 12.2 describes the process of the delivery to the customer )(ηB the prod-
uct flow ),(

,
η
ρ

j
si

P ><  with the use of the resource )( jB . 

Constraints on control actions 
Let us introduce the following notation: 

)()( , o
i

o
i aa βα are given quantities (end conditions), the values of which should have 

the corresponding variables )()( , o
i

o
i xx βα  at the end of the planning interval at the in-

stant of time fTt = , 
−Γ

1µi
, −Γ

2µi
 are the sets of operations which immediate precede the operation )(iDµ , 

0))((
1

)()(

1

=−∑ ∑
= Γ∈ −

n

j
i

o
i

o
i

i

j
txau

µα
ααµ  is a constraint “and” which means the condition of 

the total processing of all the predecessor operations,  

0)(
1

)()()(

2

=−∑ ∏
= Γ∈ −

n

j

o
i

o
i

o
i

i

j
xau

µβ
ββµ  is a constraint “or”, which means the condition of the 

processing of at least one of the predecessor operations,  
)1(
ηijd  is the maximal productivity of the resource )( jB  subject to the collaboration 

operation )(iDµ  with the customer )(iB , )(ηB , 
)2(

ρijd  is the maximal productivity of the resource )( jB  subject to the collaboration 

operations to deliver products ρ to customers )(ηB . 
The control actions are subject to the following constraints: 

 µο
µ

µ

ο
µ ∀∀≤∀≤ ∑∑∑
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1 1

)( itujtu
n

j
ji

n
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ji
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, (12.3) 
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xaxau ηρ , (12.5)  

 ηη
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ηρ ∀∀∀≤∑
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)( jidtu ij

p
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i

, (12.6)  
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 ρρ

η
η

ηρ ∀∀∀≤∑
≠
=

;;;)( )2(

1

)( jidtu ij

n

i

o
ij , (12.7) 

 }1,0{)(};1,0{)( )()( ∈∈ tutu ijji
ο
ηρ

ο
µ . (12.8) 

The left-hand part of the first constraint (Eq. 12.3) can be interpreted as the al-
location problem. The value “1” reflects that only one operation can be processed 
by the resource. If we change this value to, e.g. “3”, this will mean that three op-
erations can be processed by the resource simultaneously. The right-hand part cha-
racterizes the non-interruptible operations. This part can be removed in the case 
when, e.g. the operation can be divided and processed simultaneously by different 
resources (e.g. in the case of operative outsourcing). 

The second constraint (Eq. 12.4) brings the real process logic into the model. 
This determines which operations should be executed before the given operation. 
In particular, this constraint plays a significant role in problem dimensionality re-
duction. Equation 12.4 implies the blocking of operation )(iDµ  until the previous 

operations )()( , ii DD βα  have been executed, i.e. the required amount of materials is 

received (processed, delivered). If 1)()( =tu o
jiµ , this means that all the predecessor 

operations of the operation )(iDµ  have been executed, and thus 

0])()([
21

)()()()( =−+− ∏∑
−− Γ∈Γ∈ µµ β

ββ
α

αα

ii

o
i

o
i

o
i

o
i xaxa .   

The presentation of these relations is implemented as DAMG (Kalinin and 
Sokolov 1985, 1996, Ivanov et al. 2010). In these graphs, different SC structures 
(organizational, functional, informational, financial, and technological) can be rep-
resented in their interrelations (Ivanov et al. 2010). In the case of the necessity to 
link customers’ orders (e.g. one operation is used in different orders), we can im-
plement these links by exception of the index i in the constraint (Eq. 12.4). In the 
constraint (Eq. 12.4), not only the requirement for timely operation fulfilment but 
also the requirement for resource and flow utilization can be introduced. This can 
be useful for the analysis of the operation processing quality. 

The third constraint (Eq. 12.5) determines the possibility of the delivery to the 
customer )(ηB the product flow ),(

,
η
ρ

j
si

P >< with the use of the resource )( jB . The fourth 
and fifth constraints (Eqs. 12.6 and 12.7) reflect the intensity of resource con-

sumption in the SC. According to Eq. 12.8, controls )()( tu o
jiµ  and )()( tu o

ijηρ  contain 
the values of the Boolean variables. 
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End conditions 

 0xh0xh ≤≤ ))((;))(( )()(
10

)()(
0 f

oooo TT , (12.9) 

where )(
0
oh , )(

1
oh  are known differentiated functions that determine the end condi-

tions of the vector 

 
TT)(T)(

11
)( ,..., o

pnnn
oo

i
xxx = . (12.10) 

End conditions (Eqs. 12.11 and 12.12) specify the values of variables at the be-
ginning and the end of the planning period: 
At the moment 0Tt = : 

 0)()( 0
)(

0
)( == TxTx o

ij
o

i ηρµ . (12.11) 

At the moment fTt = : 

 )()()()( )(;)( o
ijf

o
ij

o
if

o
i aTxaTx ηρηρµµ == . (12.12) 

Constraint (Eq. 12.11) reflects that, at the beginning, the volume of executed 
orders is equal to zero (in the case that a certain volume of orders is to be trans-
ferred from the previous planning period to the beginning of the current planning 
period, this should be reflected in Eq. 12.11. Condition (Eq. 12.12) reflects the 
SC’s desired end state. 

Goals 
Let us introduce the following notation: 

 ]))(())([(
2
1

1 1 1 1 1

2)()(2)()()(
1

1

∑∑ ∑∑∑
= = =

≠
= =

−+−=
n

i

s n

j

n

i

p

f
o

ij
o

ijf
o

i
o

i
o

i

TxaTxaJ
µ

η
η ρ

ηρηρµµ , (12.13) 
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µµ τττα . (12.14) 

The performance metric )(
1

oJ  characterizes the accuracy of the end conditions’ 

accomplishment. This can also express the extent of losses caused by non-
fulfilment of the end conditions. In the settings of SC planning and scheduling, 



12.2 Dynamic Models of Operations Dynamics Control      191 

this means the service level of an SC. The goal function (Eq. 12.14) refers to the 
estimation of an operation’s execution quality with regard to the supply terms 
(“ready for delivery”). The function )()( τα µ

o
i  is assumed to be known for each op-

eration. The goal function (Eq. 12.15) refers to the estimation of the penalties for 

breaking supply terms with regard to the product ρ and the end customer )(ηB : 

 ∑∑∑∑∫
= =

≠
= =

=
n

i

n

j

n

i

p T

T

o
ij

o
i

o
i f

duJ
1 1 1 1

)()()(
3

0

)()(
η
η ρ

ηρηρ τττγ . (12.15) 

In this case, the functions )()( τγ ηρ
o

i  are assumed to be known. These functions 
define the time points of the penalties increase due to breaking supply terms. 

12.2.2 Dynamic Model of Resource Control 

Mathematical model of resource control  
Let us introduce Eq. 12.16 to assess the total resource availability time: 

 ∑∑∑∑
=

≠
= = =

+=
n

i

n

i

s p
o

ij
o
ji

k
j

i i

uux
1 1 1 1

)()()( )(
η
η µ ρ

ηρµ& . (12.16)  

Equation 12.16 represents resource consumption in SC operations dynamics. 
Introduction of the time factor distinguishes this model from mathematical pro-
gramming models. 

End conditions 

 0xh0xh ≤≤ ))((;))(( )()(
10

)()(
0 f

kkkk TT . (12.17) 

As in the previous models, )(
0
kh , )(

1
kh  are known differentiated functions that 

determine the end conditions of the vector 

 
TT)()T(

1
)( ,..., k

n
kk xxx = . (12.18) 

End conditions to specify the values of variables at the beginning and the end 
of planning period are similar to Eqs. 12.11 and 12.12. 
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Goals 

 ∑
=

−=
n

j
f

k
j

k TxTJ
1

2)()(
1 ))((

2
1

. (12.19) 

The indicator )(
1

kJ  helps to estimate the uniformity of channel use by the end 

point fTt =  of the planning period. In our case, this characterizes the equality of 

resource charge in the SC (the requirement for SC collaboration). 

12.2.3 Dynamic Model of Flow Control 

In realizing processes and using resources in SC dynamics, different flows (mate-
rial, informational, and financial) exist. Each flow is characterized by potential, 
planned and current intensity, flow capacity and parameters. The distribution of 
flows between the SC processes and resources depends on a great number of fac-
tors, such as structure dynamics, flow capacities and the speed of changes in flow 
characteristics and parameters.  

Mathematical model of flow control 
To take into account the flow dynamics, let us introduce Eqs. 12.20 and 12.21: 

 )()( f
ji

f
ji ux µµ =& , (12.20) 

 )()( f
ij

f
ij ux ηρηρ =& . (12.21) 

The economic sense of the Eq. 12.20 consists of the representation of flow con-
sumption of the resource Bj. The dynamic model at Eq. 12.21 describes the deliv-
ery of the product ρ  to the customer )(ηB . 

Constraints on control actions 
Let us introduce the following notations: 

)( f
jic µ  is a total potential productivity of the resource )( jB  subject to the operation 

)(iDµ , 
)( f
jic ηρ is a total potential productivity of the resource )( jB while delivering the prod-

uct flow ),(
,
η
ρ

j
si

P ><  to the customer )(ηB  , 

)(
1

~~ f
jR is the maximal total productivity of the resource )( jB  with regard to product 

flows, 
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)(
1

~~ f
jR η  is the maximal channel intensity to deliver products to the customer )(ηB  

with the use of the resource )( jB . 
 

 )()()( )(0 o
ji
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f
ji uctu µµµ ⋅≤≤ , (12.22) 
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ij uctu ηρηρηρ ⋅≤≤ , (12.23)  
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. (12.25) 

Constraints 12.22 and 12.23 reflect the potential intensity of flows. Constraints 
12.24 and 12.25 reflect the planned intensity of flows, taking into account the 
lower and upper boarders of perturbation impacts: 

 .1)(0;1)(0 )(
2

)(
1 ≤≤≤≤ tt ff ξξ  (12.26) 

End conditions 

 1)(0;1)(0 )(
2

)(
1 ≤≤≤≤ tt ff ξξ . (12.27) 

As in the previous models, )(
1

)(
0 , ff hh  are known differentiated functions which 

determine the end conditions to the vector 

 
TT)(T)(

111
)( ,..., f

nnpn
ff

i
xxx = . (12.28)  

End conditions to specify the values of variables at the beginning and the end 
of planning period are similar to Eqs. 12.10 and 12.11. 
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Goals 
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The performance metric )(
1

fJ  characterizes the accuracy of the end conditions’ 

accomplishment. This can also express the extent of losses caused by non-
fulfilment of the end conditions. In the settings of SC planning and scheduling, 

this means the service level of an SC. The indicator )(
2

fJ refers to the estimation of 

an operation’s execution quality with regard to the supply terms (“ready for deliv-
ery”) and the penalties for breaking supply terms. 

12.2.4 Integrated Dynamic Model of Supply Chain Operations 
Control 

The above-mentioned models can be presented in the integrated form (model M) 
as shown in Sect. 10.5. As mentioned above, the model should provide the deci-
sion makers with alternatives to handle. The indicators may be weighted in de-
pendence on the planning goals and SC strategies (e.g. a responsive or efficient 
SC). The performance metrics’ preference calculation (minimax, maximin, etc.) 
form the Pareto space and allow the calculation of a general multi-model quality 
index (QI) (Eq. 12.31, see also Eq. 10.20). 

 
T)(
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1
)(

1
)(

3
)(

2
)(

1 ,,,,,)),(),(),(( ffkooo JJJJJJtttt =ξuxJ , (12.31) 

where )(
2

)(
1

)(
1

)(
3

)(
2

)(
1 ,,,,, ffkooo JJJJJJ  are values of the indicators characterizing the 

goals of SCM, for example, service level and profitability, within the correspond-
ing plan )(tu . 

The aggregated general QI for all the above-mentioned models can be pre-
sented as  

 
TT)(T)(T)( fko JJJJ = . (12.32) 
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The performance metrics are tightly interlinked with the dynamic process mod-
el, constraints, and end conditions. E.g. if for conditions (Eqs. 12.12 and 12.27) 
the convergence is not reached during the scheduling model running, the adapta-
tion of the initial variables of the plan (e.g. the introduction of additional re-
sources, SC cycle extension etc.) is necessary. By often repeated deviations from 
the planned category, some systematic measures (e.g. safety stock volume in-
crease) are mandatory.  

12.2.5 Formal problem statement of complex operations dynamics 
control 

The planning and scheduling problem can be formulated as the following problem 
of dynamic system control. This is necessary to find an allowable control )(tu , 

],( 0 fTTt∈  that ensures for the model (Eqs. 12.1, 12.2, 12.16, 12.20 and 12.21) 

meeting the requirements ( ) 0uxq =,)1( , ( ) 0uxq ≤,)2(  (Eqs, 12.3–12.8 and 12.22–

12.26), and guides the dynamic system (SC) ),,( tuxfx =&  from the initial state 0h  

to the specified final state 1h . If there are several allowable controls (schedules), 

then the best one (optimal) should be selected in order to maximize (minimize) the 
components of vector (Eq. 12.32). 

12.3 Algorithms of Operations Dynamics Planning and 
Scheduling 

12.3.1 Transformation of the Optimal Control Problem to the 
Boundary Problem  

It is assumed that standard methods (Kalinin and Sokolov 1985, 1987, Okhtilev et 
al. 2006) are used to transform the vector quality measure J  to a scalar form 

GJ .According to Lee and Markus (1967), along with the initial class K~  formed 

via constraints )1(q  and )2(q  describing the domain ( ))(txQ , an extended class K
~~

 

of control inputs can be considered. In the extended class K
~~

 the relay constraints 

}{ 1;0)()( ∈tu o
jiµ  are substituted for a less strict one [ ]1;0)()( ∈tu o

jiµ  ( u  is substituted for 

u
~~ ). In this case, an extended domain ( ))(

~~ txQ  of allowable control inputs may be 

formed through special transformations ensuring the convexity and compactness 
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of ( ))(txQ  (Moiseev 1974, Kalinin and Sokolov 1985, 1987). An analysis of Lee 

and Markus (1967) and (Okhtilev et al. 2006) confirms that all the conditions of 

optimal control existence for the extended control class K
~~

 are valid. The work 
(Okhtilev et al. 2006) has shown that, if in a given class of permissible control ac-

tions K
~~

, the optimal control )(
~~ tu exists, then, as arises from the local section me-

thod, the control )(
~~ tu  returns at each instant of time ],( 0 fTTt∈  at the set 

( ))(
~~ txQ  a maximum to the following Hamiltonian (Eqs. 12.33–12.37) 
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Maximization of the Hamiltonians 1H  and 2H  solves the allocation problem. 

Maximization of the Hamiltonians 3H  and 4H  solves the linear programming 

problem. 
The problem considered can be reduced to a two-point boundary problem via 

Pontryagin’s maximum principle. Here, the conjugate system can be written as 
follows (Pontryagin 1961, Boltyanskiy 1966, Moiseev 1974): 
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The coefficients )(~ tαδ , )(~ tβρ  can be determined through the following expres-

sions: 
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In Eqs. 12.38–12.40, 
l

x~~  are elements of a general state vector )(tx  and 
l
~~ψ  are 

elements of a conjugate vector )(tψ . In accordance with the maximum principle, 

the following conjugate system can be presented (Eqs. 12.41–12.47): 
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We assume, that the problem of multi-criteria vector optimization is solved for 
this particular task. In this case, in transversality conditions at the instant of time, 
the coefficients ),...,1(, ℑ=ζλζ  are known (compare with Eq. 10.11). These coef-

ficients will be used for multi-objective decision-making (see also Eqs. 12.31 and 
12.32). The multiple-criteria optimization problem will be considered in Chap. 13 
in detail. Hence, the transversality conditions can be formulated in the following 
way (Eqs. 12.48–12.54): 
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An analysis of Eqs. 12.33–12.37 shows that the Hamiltonian is linear in u
~~ . 

Since ( ))(
~~ txQ  is a linear capsule of ( ))(txQ , the maximization of the Hamiltonian 

Eqs. 12.33–12.37 over the sets Q  and Q
~~

 leads to the same results. We come to 
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the conclusion that the optimal control of the class K~  belongs to the class K
~~

. 

Taking into account KK
~~~

⊂ , we see that the control is also optimal for the 

class K~ . Therefore the relaxed problem can be solved instead of the initial one to 

receive an optimal allowable control of the class K~ .  
Equations 12.34 and 12.35 are a discrete form of an allocation problem at the 

each moment t, ],( 0 fTTt∈ . Equations 12.36 and 12.37 are the linear program-

ming problem. Equation 12.39 ensures the reduction of problem dimensionality at 
each instant of time in the calculation process due to recurrent operations descrip-
tion. At each instant of time, only those operations are considered that meet the 
requirements of constraints (the so-called active operations). Thus the problem 
dimensionality depends on the amount of active operations only. It was shown by 
Kalinin and Sokolov (1985, 1987) that the stated necessary conditions of optimal-
ity are also sufficient. Hence, a scheduling problem for SCs can be reduced to a 
boundary problem with the help of the local section method. It was shown by Ok-
htilev et al. (2006) that the stated necessary conditions of optimality are also the 
conditions of sufficiency. 

12.3.2 Existing Methods for Optimal Control Based on the 
Maximum Principle 

Let us consider the algorithmic realization of the maximum principle. In accor-
dance with this principle, two systems of differential equations should be solved: 
the main system (Eq. 10.21) and the conjugate one (Eqs. 12.41–12.47). This will 

provide the optimal programme control vector )(* tu  and the state trajectory 

)(* tx . The vector )(* tu  at time 0Tt =  under the conditions ( ) Oxh ≤)( 00 T  and 

for the given value of )( 0Tψ  should return the maximum to the Hamilton’s func-

tion. 
The classification of methods and algorithms for optimal control problems is il-

lustrated in Fig. 12.1 (Moiseev 1974). The most popular methods for the two-point 
boundary problems with fixed ends of the state trajectory )(tx  and a fixed time in-

terval ],( 0 fTT  are the following methods (Lee and Markus 1967, Moiseev 1974, 

Gigch 1978, Siliak 1990, Okhtilev et al. 2006): 

• Newton’s method and its modifications; 
• methods of penalty functionals; 
• gradient methods; and 
• Krylov–Chernousko method. 
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Specialized methods
and algorithms 

General methods 
and algorithms  

direct methods
and algorithms 

Euler method
Ritz–Galerkin’s method 
special methods of non-linear 
programming 

Methods and algorithms of optimal control

indirect methods
and  algorithms 

methods of reduction 
to finite-dimensional 
problems 

methods of state-
space search 

methods of gradient 
notion in control 
space 

gradient methods of uncon-
strained optimization 
methods of gradient projection 
gradient methods based on 
penalty functions 
methods and algorithms based 
on Bellman’s principle of op-
timality 
methods and algorithms of 
variations in a state space 

methods and algorithms for 
two-point boundary problems 
methods of successive approx-
imations 
methods of perturbation theory 

methods based on ne-
cessary conditions of 
optimal control

methods of state-
space search 

combined methods

methods and algorithms for linear-
problems of optimal control 

approximate analytical methods and
algorithms 

methods and algorithms for 
linear time-minimization 
problems 
methods and algorithms for 
linear problems with quadrat-
ic objective functions 
methods and algorithms for 
quasi-linear systems 
methods and algorithms for 
system with weak control-
lability
averaging approximate me-
thods and algorithms  

Fig. 12.1 Classification of methods and algorithms for optimal control problems 

The main advantages )( 0Tψ  of Newton’s method and its modifications are a 

simple realization (there is no need to integrate the conjugate system), a fast con-
vergence (if the initial choice of u  is good) and a high accuracy of the solution. 
The main disadvantage is the dependency of a convergence upon the choice of 

)( 0Tψ . In the case of the absence of a good heuristic plan these methods can be 

divergent. The method of penalty functionals is rather simple, but it does not pro-
vide an exact solution. Therefore, it is advisable to combine it with other methods. 
The main advantage of these algorithms over classical gradient algorithms is a 
simpler calculation of the direction vector at all iterations. However, this results in 
a slower convergence (sometimes in divergence). The convergence of all the gra-
dient methods depends upon the initial approximation )( 0)0( Tψ . For the problem 

of SC scheduling, we have chosen the Krylov-Chernousko method (Chernousko 
and Zak 1985, Chernousko 1994). 
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12.3.3 Proposed Algorithm of Supply Chain Scheduling 

Let us consider the algorithm for the indicated boundary problem. As mentioned 
above, the “first approach” for launching the optimization procedure is a heuristics 
plan that can be generated either by a simple priority rule (e.g. FIFO – first-in-
first-out) or by a high-level heuristic such as a genetic algorithm. Then, the 
scheme of computation can be stated as follows: 
Step 1. An initial solution ],(),( 0 fTTtt ∈u  (an arbitrary allowable control, in oth-

er words, allowable schedule) is selected and 0=r . 

Step 2. As a result of the dynamic model run, )()( trx  is received. Besides, if 

fTt =  then the record value )(r
GG JJ =  can be calculated. Then the transversality 

conditions are evaluated. 
Step 3. The conjugate system (Eqs. 12.41–12.47) is integrated subject to 

)()( tt uu =  and over the interval from fTt =  to 0Tt = . For time 0Tt = , the first 

approximation )( 0
)( Tr

iψ  is received as a result. Here, the iteration number 0=r  is 

completed. 

Step 4. From the point 0Tt =  onwards, the control )()1( tr+u  is determined 

( ,...2,1,0=r is the number of iterations) through the conditions (Eqs. 12.48–

12.54). In parallel with maximization of the Hamiltonian, the main system of equ-
ations and the conjugate one are integrated. The maximization involves solving 
several mathematical programming problems at each time point. 

The iterative process of the optimal schedule search is terminated under the fol-
lowing circumstances: either the allowable solution to the problem is determined 
during the solving of a relaxed problem, or at the fourth step of the algorithm after 
the integration we receive 
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where 21,εε  are given small values, ,...2,1,0=r . If the condition (Eq. 12.55) is 

not satisfied, then the third step is repeated, etc. 
The problem with the maximum principle-based algorithms is that they may 

calculate a solution with interruptions to operations. This may be inadmissible in 
real problems. This issue has been tackled by Kalinin and Sokolov (1987). In this 
study, a special algorithm for non-interruptible operations was proposed. We will 
not consider this approach here in detail. 

The advantage of the proposed method is that it is not so sensitive to the selec-
tion of the “first approach” to optimal control compared with the other methods 
described in Sect. 12.3.2. Besides, the usage of this method allows the application 
of gradual approaches of control actions in the class of interrupted functions. This 
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has great practical importance because of the relayed nature of resource distribu-
tion problems.  

12.4 Concluding Remarks 

The realization of the dynamic control approaches to SC planning and scheduling 
produces algorithmic and computational difficulties caused by high dimensional-
ity, non-linearity, non-stationarity and uncertainty of the models. We proposed to 
modify the dynamic interpretation of the operations control processes. The main 
idea of the model simplification is to implement non-linear technological con-
straints in the sets of allowable control inputs rather than in the right parts of dif-
ferential equations. In this case, Lagrange coefficients, keeping the information 
about economic and technological constraints, are defined via the local-sections 
method (Pontryagin 1961).  

Computational investigations have shown that the use of the SC dynamics 
models entails a considerable dimensionality decrease for control problems to be 
solved in a real-time operation mode. The recurrence description of models allows 
parallel computations, accelerating problem solving. Furthermore, we proposed to 
use interval constraints instead of relay ones. Nevertheless, the control inputs take 
on Boolean values as caused by the linearity of differential equations and the con-
vexity of the set of alternatives.  

The proposed models are based on the structure dynamic control approach (see 
Chap. 10) of the modern control theory in combination with the optimization 
methods of OR and have some specific features in comparison with classic opti-
mal control problems. The first feature is that the right parts of the differential 
equations undergo discontinuity at the beginning of interaction zones. The consid-
ered problems can be regarded as control problems with intermediate conditions. 
The second feature is the multi-criteria nature of the problems. The third feature is 
concerned with the influence of uncertainty factors. The fourth feature is the form 
of time-spatial, technical, and technological non-linear conditions that are mainly 
considered in control constraints and boundary conditions.  

On the whole the constructed model is a non-linear non-stationary finite-
dimensional differential system with a reconfigurable structure. The modelling 
procedure is based on an essential reduction of a problem dimensionality that is 
under solution at each instant of time due to connectivity decreases. Different 
variants of the model aggregation can be proposed. These variants produce a prob-
lem of model quality selection that is the problem of the model complexity reduc-
tion. Decision-makers can select an appropriate level of the model thoroughness in 
the interactive mode. The level of thoroughness depends on: input data, on exter-
nal conditions, on required level of solution validity. 

Finally, we would like to draw attention to the proposed model and algorithm 
allowing the achievement of better results in many cases in comparison with heu-
ristics algorithms (see Chap. 15). However, this point is not the most important. 
The most important point is that this approach allows the interlinking of planning 
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and scheduling models within an adaptation framework. Hence, the proposed 
modelling complex does not exist as a “thing in itself” but is embedded into the 
IDSS and guides the planning and scheduling decisions in dynamics on the princi-
ples of optimization and adaptation. 
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Chapter 13 
Supply Chain Reconfiguration and Models’ 
Adaptation 

Who controls the past controls the future:  
who controls the present controls the past. 

George Orwell 

13.1 Variety of Supply Chain Reconfiguration Issues 

Figure 13.1 shows possible variants of SC reconfiguration (Ivanov et al. 2009).  

Degree of in-
formation un-
certainty 

SC reconfi-
guration 

Parametrical-structural reconfiguration 

Goal reconfiguration 

Variants of reconfi-
guration levels 

Dynamic reconfiguration 
 (without suspension of SC operation) 

Combined  reconfiguration 

Variants of temporal 
reconfiguration 

Static reconfiguration 
 (with suspension of SC operation) 

Via a priori information 

Combined approach

Variants of control 
generation Via a posteriori information 

Centralized mode

Combined mode

Variants of  
resource  
reallocation 

Decentralized mode

Tendency of the 
environment A priori  

information about 
the environment 

Indifferent environment 

Purposeful environment 
Deterministic environment 
Stochastic and fuzzy environment 
Environment with unknown factors 
 
 Combined description of uncertainty 

 

Fig. 13.1 Classification of the SC reconfiguration tasks 

The components of this classification scheme are used in the SC reconfigura-
tion control loop. This loop has also some additional functions: 

• A function of diagnostics (FD) includes the following operations: SC state de-
termination, localization of state changes, estimation of state changes’ depth. 
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• A function of SC structure reconfiguration includes the following operations: 
SC state estimation in accordance with FD data, searching for MSMS, purpose-
ful modification of SC structures, and SC structural impacts by means of FD. 

• A function of protection consists of the failure type (simple or stop-all) estima-
tion in accordance with FD data, failure consequence localization in the case of 
stop-all failure, SC transition to an operability state or to a simple failure state 
by means of structure reconfiguration. 

• A function of reserve control includes the following operations: determination 
of SC element non-operability in accordance with FD data, reserve element 
switching on, inspection of element replacement results. 

• A function of maintenance and function of repair include the following opera-
tions: determination of the recovery execution processes by means of FD and 
determination of the SC operation mode during adaptation. 

The considerations presented led us to a wide interpretation within a new ap-
plied theory of SDC. In the next section, the formal model and algorithms of the 
SC reconfiguration will be presented. 

13.2 Mathematical Model of the Supply Chain Reconfiguration 

It is assumed that there are several variants of SC models inscribed in the set 

},...,1{ˆ},ˆ,{},...,,{ 21 θθ =∈Θ== Θ IIMMMMM ; moreover, the vector β  of the 

SC parameters includes the subvector 0β  of fixed SC characteristics and beside it 

the subvector 
TT)3(T)2(T)1( ,, wwww =  of the parameters being adjusted through 

the SC external/internal adapter or defined within the structural adaptation. 
These parameters are divided into the following groups (Skurikhin et al. 1989): 

• )1(w is a vector of the parameters being adjusted through the internal adapter. 

This vector consists of two subvectors. The first one, ),1( fw , belongs to the 

scheduling model, and the second one, ),1( pw , belongs to the model of control 
at the phase of plan execution. 

• )2(w  is a vector of the parameters being adjusted through the external adapter. 

This vector consists of the subvector ),2( fw  belonging to the scheduling model 

and the subvector )(uw  including the parameters of the simulation model for 
SC functioning under perturbation impacts. In its turn, 

TT),2(T),2(T),2()( ,, pbou wwww = , where ),2( ow  is a vector of the parameters char-

acterizing customers’ orders in service; ),2( bw is a vector of the parameters char-

acterizing the environment; and ),2( pw  belongs to the model of control at the 
phase of plan execution. 
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• )3(w  is a vector of the parameters being adjusted within the structural adapta-
tion of SC SDC models. 

Now, we have the modified multiple model multi-criteria description of SC: 

 ( )
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The formulas define a dynamic system describing SC reconfiguration control 
processes. As stated in Chap. 10, the problem of SC structure dynamics control in-
cludes tasks of three main classes. Here, we consider a formal description and 
solving algorithms for the class C problems. In a general case, the formal state-
ment of the SC SDC problem can be written as follows. 

We are given: space-time, technical, and technological constraints (Eqs. 13.2–
13.7) and (13.8) determining the variants of SC SDC at the operation phase; vec-
tor (Eq. 13.1) of SC performance metrics. 

We should determine: )(tplu , ( )tt),(xx , and Θβ  meeting the constraints (Eqs. 

13.2–13.7) and returning optimal value to the general performance metric 
( ))(),(,),(),(,, ttttJJ GG ξuβyx Θ>Θ<>Θ< = . 

The problem described is too complex to be solved as a whole. That is why we 
propose a decomposition by splitting the initial problem into tasks of five main 
subclasses (Okhtilev et al. 2006): 

• Subclass C1 problems (problems of real-time structural–functional synthesis of 
the SC design); 

• Subclass C2 problems (problems of optimal control programme selection for 
SC SDC); 

• Subclass C3 problems (problems of control input generation for optimal condi-
tions of control programme execution); 

• Subclass C4 problems (problems of SC parameter optimization); and 
• Subclass C5 problems (problems of the structural and parametric adaptation of 

SC models and algorithms). 

Let us consider the main features of the subclasses C1–C5. The main peculiar-
ity of the enumerated problems is the coordination of heterogeneous multilevel 
models of SC elements and subsystems. The coordination of models should be ac-
companied by the inter-model and intra-model coordination of performance met-
rics (goal functions) used for the comparison of alternative decisions. 

Let us complete this description with the classification of coordination algo-
rithms. The following variants of coordination are distinguished for the control 
system: goal functions of the γ~  level are constructed via the decomposition of the 

)1~( +γ -level coordinator’s goal function. 

The goal function of the )1~( +γ -level coordinator is constructed via the compo-

sition of lower-level goal functions in compliance with their priorities. In this case, 
the coordinator adjusts the plans of the lower subsystems and takes into account 
the limited common resources. 

The elements and subsystems of the γ~  level of the SC have their own interests 

and appropriate goal functions. The coordinator of the )1~( +γ  level considers 

these interests and uses his goal function to produce coordinating control inputs. 
There are two approaches to the organization of iterative coordination: 
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• The coordinator and subsystems communicate during the coordination process. 
• The coordinator analyses the information received from the subsystems and 

then accomplishes the iterative process of coordination and produces control 
signals for the subsystems. 

The following features of C1 problems can be noted: optimal control pro-
grammes for the SC’s can be implemented only when the list of functions and al-
gorithms for control in the SC elements is known. In its turn, the distribution of 
the functions and algorithms among the SC elements depends upon the actual con-
trol laws for these elements. The described contradictory situation is complicated 
by the changes in SC parameters and structures as caused by different reasons dur-
ing the SC life cycle. 

Problems of the subclass C3 are related to the following functions: 

• the production of control inputs for a customer order according to a constructed 
schedule (programme); 

• the monitoring of the programme execution and of the control inputs; and 
• the production (if necessary) of auxiliary control inputs to compensate for per-

turbations disturbing the execution of the programme. 

It is obvious that the subclass C3 problems are different from the typical auto-
matic control problems. First, the complexity and inertness of the SC are to be re-
flected in the special technologies of control inputs produced for the realization of 
the SC’s operation plans. Second, the function of regulation (real-time control) is 
directly connected with the function of plan monitoring. The latter function is 
quite different from the function of output evaluation in classic automatic systems. 

According to the classification given in Chap. 7, we shall distinguish the fol-
lowing types of regulative inputs (types of real-time control) in the SC: 

• Process correction or selectable control (dispatching) is a selection of control 
inputs appropriate for the current situation. It is based on reserves of different 
types and on the alternation of functioning modes. 

• Plan correction (control inputs produced as a function of the difference )(tx∆  

between the planned state trajectory and the real one, under the assumption that 

1)( ε<∆ tx  ( 1ε  is a given value) and that perturbation inputs )(tξ  are stochastic 

processes with known or evaluated characteristics). 
• Real-time replanning is the construction of a new plan and the production of 

appropriate correcting inputs for the transition from the actual SC state trajec-
tory )(tx  to the planned one )(tplx  at the time interval ],(]'','( 0 fTTtt ∈  or by 

the final time: )()( fplf TT xx = . A modification of this task is also possible 

when the difference is minimized: 

 ( ) ( )∫
′′

′

−−=∆
t

t
plpl dt τττττ )()()()()( T xxxxx , (13.10) 
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 ( ) ( ))()()()()( T
fplffplff TTTTT xxxxx −−=∆ . (13.11) 

The subproblems C2 and C3 are interrelated at the conceptual level as follows. 
The planning performance depends upon two factors: the current plan and future 
compensations for disruptions. On the other hand, the performance of the control 
inputs depends upon the current input and the future correcting inputs eliminating 
deviation from the proper trajectory. Therefore, the subsystems of regulation and 
planning should implement reciprocal reflection, i.e. consider the decision proce-
dures of the other subsystem. 

The subclass C4 problems are particular classes of the subclass C2 problems. 
That is why the main models and algorithms constructed for the subclass C2 can 
also be used for the subclass C4. 

Let us consider a more detailed statement of the subclass C5 problems. We 
shall use the following modification of Eqs. 13.2 and 13.3: 

 

( )
( )

.1,2,...,   ],,(
;,),(),(),1(~)(

;,),(),(),1(),(,~)(

,,0

,0,0

KkTTt
ttttt

ttttTTt

kfkk

kkkkk

kkkkkkk

=∈
−=

−=

><><><

><Θ><><><Θ><

><Θ><><><><><Θ><

βξuxψy
βξuxxx ϕ

 (13.12) 

In Eq. 13.12, as compared with Eqs. 13.2 and 13.3, discrete time points are 
used, and k  time intervals are substituted for the single interval ],( 0 fTT  of the SC 

control. Discrete time is typical of hierarchical control systems, where plans are 
worked out for fixed periods of time, such as an 1 h, 24 h, a week, a ten-day pe-
riod, a month, a quarter, etc. It has already been mentioned that the following in-
formation is needed for a plan correction at the k-th control cycle: current SC state 
information, SC a posteriori state information for the previous >−< 1k  control 
cycle, and prognoses information for the next >+< 1k  control period. If these da-
ta are received, then the problems of parametric adaptation for the SCP models 
can be written as follows. 

Problem of subclass С 5.1. The vector )(
1

u
k >−<w  (vector of parameters of the si-

mulation model of SC functioning under perturbation impacts) should be deter-
mined, such that the simulation output data are proximate of the results of the SC 
SDC programme execution. The closeness of the data can have different mean-
ings: stochastic, fuzzy, minimum of maximal distance, etc. In other words, the si-
mulation model is adapted to the “past”. The external adapter should solve this 
problem in the SS. 

The problem can be written as follows (Skurikhin et al. 1989): 

 { } { }( )
)(
1

)(
1

extr)(,)(ˆ 111 u
k

u
k

kk ttF
>−<>−< ∈

>−<>−< →
Ww

yy , (13.13) 
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where { })(ˆ 1>−<kty  is a set of values of simulation output characteristics for the SC 

SDC at the plan cycle >−< 1k ; { })( 1>−<kty  is set of real SC SDC characteristics 

at the control cycle >−< 1k , and )(
1

u
k >−<W  is a set of the vector )(

1
u
k >−<w  values. Let 

us recall that the vector )(
1

u
k >−<w  of model parameters is being adjusted by the ex-

ternal adapter according to the results of the SC functioning at the control cycle 
>−< 1k . In Eq. 13.13, 1F  is a possibility measure. For example, it can be used 

for distribution fitting in standard statistical procedures (for the estimation of the 
closeness of real and model distributions). 

Problem of subclass С 5.2. The vector ),2(
1

f
k >−<w  (vector of parameters for the 

model of SC SDC programme construction at control cycle >−< 1k ) should be 
determined, such that 

 ( )( )
),2(

1
),2(

1

extr~,, 1
)(

1
),2(

1
)(

1,2 f
k

f
k

kk
f

k
G

kJF
>−<>−< ∈

>−<>−<>−<>−Θ< →Π
Ww

ww ξ , (13.14) 

where 2F  is a given functional characterizing the adequacy of the planning model. 

For example, this functional can be expressed as an expectation 

( )>−<>−Θ< Π− 1
)(

1,
~

k
G

kJM . Here, )(
1,

G
kJ >−Θ<  is a planned value of SC SDC performance at 

cycle >−< 1k , >−<Π 1k  is an index of the total losses caused by the necessity for 

correction inputs at cycle >−< 1k , and ),2(
1
f

k >−<W  is a set of allowable values of the 

vector ),2(
1

f
k >−<w . 

Problem of subclass С 5.3. The vector )1(
><kw  (a parameter vector to be adjusted 

by the internal adapter of the SS) is to be determined, such that 

 ( )( )
(1))1(

extr~,, )()2(
1

)1()(
,3

><>< ∈
><>−<><>Θ< →Π

kk
kkk

G
kJF

Ww
ww ξ , (13.15) 

where F3 is a given functional that establishes an interrelation for the planned val-
ue of SC SDC performance at the >< k - cycle and the expected (estimated via 
simulation) losses caused by the necessity for correction inputs at the cycle >< k . 

General formal statements for structure adaptation of SC SDC modules can be 
written as problems of two subclasses. 

Problem of subclass С 5.4. 

 ( ) min,)( →Θ cs
rr PMAD , (13.16) 

 ( ) st
rr

st tMt ≤Θ
)()3( ,w , (13.17) 
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 ( ) ,...2,1,,,,, )3()1()()3()3()( =Φ=∈∈ −
ΘΘΘ rrPMMWMM cs

rrrrrr ww , (13.18) 

where ( )cs
rr PMAD ,)(

Θ  is a functional characterizing the adequacy of the model )(rrM Θ  

for the SC. The latter is described, in its turn, with a set { }GgPtP cs
gcs ,...,1,)( )( ==  of 

characteristics, stt  is a total time of SC SDC models’ structure adaptation, stt  is a 

maximal allowable time of structural adaptation; Φ  is an operator of iterative 
construction (selection) of the model )(rrM Θ , rr  is the current iteration number and 

)3(W  is a set of allowable values for the vectors of structure-adaptation parame-
ters. 

Problem of subclass С 5.5. 

 ( ) min, )()3( →Θ
rr

st Mt w , (13.19) 

 ( ) 2
)( , ε≤Θ cs

rr PMAD , (13.20) 

 ( )cs
rrrrrr PMMWMM ,,,, )3()1()()3()3()( ww −

ΘΘΘ Φ=∈∈ , (13.21) 

where 2ε  is a given constant establishing an allowable level of the SC SDC model 
)(rrM Θ  adequacy, and Î∈Θ , M  is a set of SC SDC models. 

The analysis of Eqs. 13.16–13.21 shows that the structural adaptation starts and 
stops according to a criterion characterizing the similarity of a real object and an 
object described via models (a condition of model adequacy is applied). The ade-
quacy of SC models does not mean a description of all the “details”. It means that 
the simulation results meet the changes and relations observed in reality. 

The main purpose of the quantitative estimation of the model ΘM  adequacy at 

time t  is to raise the decision maker’s confidence in the conclusions made for the 
real situation. Therefore, the utility and correctness of SC SDC simulation results 
can be measured via the adequacy degree of models and objects. 

The adequacy functional should meet the following requirements: 

 ( ) cscs
rr

cs
rr PPMMPMAD ∈∈∀> ΘΘ ,,0, )()( , (13.22) 

where M  is a set of SC models and csP  is a set of possible values of SC charac-

teristics. 
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 ( ) ( ))2()()1()( ,, cs
rr

cs
rr PMADPMAD ΘΘ > , (13.23) 

where the model )(rrM Θ  is more adequate for the SC with the characteristics set 
)2(

csP  than for the SC with the characteristics set )1(
csP . 

 ( ) ( ))1()()1()( ,,
21 cs

rr
cs

rr PMADPMAD ΘΘ > , (13.24) 

where the model )(
2

rrM Θ  is more adequate than the model )(
1

rrM Θ  for the SC with 

the characteristics set )1(
csP . 

It is assumed that the parameters of the models are adjusted for the particular 
SC. It is important that the changes in SC characteristics should be observed and 
forecasted so that corrections of the models’ structure and parameters can be car-
ried out in time. The time of corrections can be determined as a compromise be-
tween an aspiration for receiving proper values of csP  and the necessity for the 

construction, adjustment, and preparation for use of a new model. 

13.3 Algorithms of Supply Chain Parametrical and Structural 
Model Adaptation 

There are two main groups of methods to be used for the stated tasks (Bellmann 
1972, Moiseev 1974, Rastrigin 1980, 1981, Skurikhin et al. 1989) : 

• identification methods of parametric adaptation; and 
• simulation methods of parametric adaptation. 

The identification methods for model (Eqs. 13.9 and 13.12) (for SC with a sin-
gle output) are based on a solution to the following optimization problem (it can 
be solved via gradient procedures and their modifications). The vector Θβ  of the 

model parameters should be adjusted to minimize the quadratic residual of the es-
timation )( ><kty  received for the real SC output )(~

><kty . Thus, the main expres-

sions of the problem can be written as follows: 

 .min)](~),),(),(),1((~[)( 22

Β∈><><Θ><><><ΘΘ><
Θ

→−−=
β

βξuxβ kkkkkk tyttttq ψ  (13.25) 

Standard formulas of the gradient method are 

 ,)(grad
~~

)1(
2)1()(

−
ΘΘ =Θ><

−
ΘΘ −= rrk
rrrr q βββ βββ

θ
α  (13.26) 
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where the elements of the gradient vector can be estimated as 
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Here, the parameter α
~~  regulates the speed of convergence, the vector 

>Θ< ϑ̂,e  is 

a unit vector in the space of parameters Θβ  and 
ϑ̂

g  is a base of estimation.  

The most complicated step in the procedure of parameter correction is the esti-
mation of the gradient of the local residual function. The elements of the gradient 
are the partial derivatives of the local residual function with respect to the parame-
ters being adjusted. 

The input data are received at the previous control cycle >+< 1k  of the SC or 
via SC SDC simulation for the control cycle >< k . If a new control is needed at 
the next control cycle >+< 1k , in response to newly received SC characteristics 
(this usually occurs in practice), then the SC SDC model will not be “ready”. 

Therefore, the following procedure for producing control is useful here. The 

“trial” increment )( ><ktuδ  is produced for the optimal control )(*
><ktu . This cor-

rection does not distort the optimal control and gives a more precise adjustment of 
the SC SDC model. In other words, we propose to plan experiments during SC 
control process. The increment )( ><ktuδ  should be selected in order to synthesize 

a more accurate SC SDC model via parameter correction Θ∆β . In this case, the 

total control )()()(~ **
><><>< += kkk ttt uuu δ  has two purposes: to fulfil the SC mis-

sion and to construct an adequate model of the SC SDC. The control )(~*
><ktu  is 

optimal with respect to the dual objective. It is called a dual control. A new goal 
function should be constructed for the dual control production. This function ex-
presses the total losses including the cost of unachieved control objectives (as 
caused by the increment )( ><ktuδ ) and the cost of model inaccuracy for SC SDC. 

13.3.1 Parametric Adaptation 

The input data for the SC adaptation is gathered during the SC functioning at the 
state 1'−δS  and is received for the state 'δS . Thus, we obtain the formulas 

 ( )( )
∆∈

→=
u

ξξxvux max,),(),(),( tttJJ plGG , (13.28) 
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 ( ) ( ) ( )ξxvuuξxVxQ ),()(,,),()( ttttt pl ×=×=∆ , (13.29) 

where )(tx  is a state vector and )(tplu  is the main vector of control inputs, in oth-

er words it is a control programme for the SC dynamics, v  is a vector of control 
inputs compensating for perturbation impacts over the control programme, 

( ))(txQ  and ( )tt ,),( ξxV  are the sets of allowable controls )(tplu  and ( )ξxv ),(t , 

respectively and )(tξ  is a vector of perturbation impacts, where ( )ttt ),()( xΞξ ∈ . 

The general performance metric of the forecasted states can be evaluated as a 
functional of the enumerated values via simulation experiments with the SC op-
eration model. In this case, the following group of tasks is substituted for the ini-
tial problem of the SC control: 

 ( )( )
∆′∈′

→′′′=
λ

ξξλxvλuλx max,),,(),,(),,( tttJJ plGG , (13.30) 

 ( ) ( ) ( ){ }ξλxVλxQξλxvλuλ ),()(),,(),(| ′×′∈′×′′=∆′ ttpl , (13.31) 
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Here, the vectors )( fTϑx  returning optimal values are sought, while the vector 

)(rrλ′  is fixed ( ,...2,1,0=rr is the number of the current iteration). The received 

problems of mathematical programming have several important features. The 

search for components of the vector )(rr
ϑx  can be fulfilled over subsets of the AS 

( ))(,, 00 TTTD f ϑϑ x  rather than over the whole sets of allowable alternatives (see 

Chap. 10). The subsets include non-dominated alternatives of the enumerated 
models. The non-dominated alternatives can be received via the orthogonal pro-
jection of the goal sets to the AS ( ))(,, 00 TTTD f ϑϑ x . Each particular model in-

cludes the state vector )(ox  of the operation model ><oM  besides its own state 

vectors )(gx , )(kx ,..., )(cx . The above-mentioned structural features of Eqs. 13.30–
13.33  allow us to use decomposition and overcome the problem of high dimen-
sionality. 

When the vector )()(
f

rr Tϑx  is known, the optimal programmes ),( )(
)(

rr
rr

pl t λu ′  for 

the SC control can be defined within each model ϑM  via numerical methods (for 
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example, via Krylov and Chernousko’s method) (Chernousko and Zak 1985, 

Chernousko 1994). The programmes ),( )(
)(

rr
rr

pl t λu ′  are used for the evaluation of a 

new approximation of the vector )1( +′rrλ  in the simulation model ϑM  describing 

the SC functioning under perturbation impacts. 

The problem of the *λ  search is similar to the problem of optimal experiment 
design. Here, elements of the vector λ′  are endogenous variables and the per-

formance metric (Eq. 13.30) is an exogenous one. Different methods can be used 
for the optimal design of experiments, for example the method of quickest ascent, 
the methods of random search, the method ofψ -transformation (Chichinadze 

1980). In conclusion, we note that components of the vector λ′  can define the 

preferable control inputs ( )ξλxv ),,( ′t  for the compensation of the mismatch of the 

planned trajectory of SC dynamics with the predictable (via simulation) trajectory. 
The matching of simulation and analytical models is based on the Pareto princi-

ple by means of iterations during the process of information exchange. This ap-
proach is based on the assumption that the global extremum of the generalized 
quality level of the performance of SC execution is situated in one of the points of 
Pareto’s set, defined by certain quality levels, obtained by means of non-formal 
decomposition of the problem (and corresponding simulation model).  

As a matter of fact, this assumption is fulfilled in any case when we deal with a 
monotone utility function as a function of particular performance metrics. Besides, 
multi-criteria optimization is performed by means of different types of models. 
The narrowing of Pareto’s set in discrete models is performed in the interactive 
mode by means of eliminating elements from this set. The elimination is based on 
the mathematical investigations of Pareto’s set features and the consideration of 
decision-makers’ opinions (evaluation of the set’s power, of the performance met-
rics’ range, and of the performance metrics’ contradictoriness). 

If the power of Pareto’s set becomes acceptable, then the SC structures selected 
on the base of static models can be checked by means of queuing theory models 
and then by means of simulation models. If the constraints characterizing the 
models are not fulfilled, then corresponding structure variants are no longer con-
sidered. 

The SC synthesis process is finalized with the search for appropriate pro-
grammes for the development of the SC structures (that is, programmes promoting 
the existing SC structures to advanced ones). 

13.3.2 Structural Adaptation 

Let us consider two groups of algorithms for the structural adaptation of SC SDC 
models. All the algorithms are based on the choice of model structure for a given 
set of possible models. The algorithms of the first group use the procedures of 
fuzzy clusterization.  
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The second group of algorithms for the structural adaptation of SC SDC models 
is based on the evolutionary (genetic) approach. Let us exemplify these algorithms 
in the structural adaptation of a model describing the structure dynamics of one 
SC output characteristic (of one element of the vector )( ><kty ). 

The residual of its estimation via the model ΘM , as compared with the ob-

served value of the characteristic, can be expressed in Eq. 13.34 (Rastrigin 1980, 
1981): 

 ( )[ ])(~,),(),(),1(~
, ><><Θ><><><>Θ<

>Θ<
>< −−= kkkkkkk tyttttQ βξuxψ . (13.34) 

To simplify the formulas, we assume that the perturbation influences )(tξ  are 

described via stochastic models. Thus, the following performance metric can be 
introduced for the model ΘM : 
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where 10 )( ≤≤ −kKg  is a “forgetting” coefficient that “depreciates” the informa-

tion received in the previous steps (control cycles). If 0)( =−kKg  then 
>Θ<
><

>Θ<
>< = KK QQ , i.e. the weighted residual is equal to one received in the last step, as 

the prehistory has been “forgotten”. The coefficient )( kKg −  was substituted for the 

function )(Kf : 
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k
kK QkKfQ . (13.36) 

Here, ()f  is a monotone decreasing function of “forgetting”. It has the follow-

ing properties: 

 ,..1,0),1()(,0)(lim,1)0(,0)( =+≥==>
∞→

ααααα
α

fffff  (13.37) 

Now, the structural adaptation algorithm is reduced to a search for the structure 

'M Θ , such that 

 >Θ<
><=Θ

>Θ<
>< = KK QQ

θ,...,1

' min . (13.38) 
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Thus, it is necessary to calculate the performance metrics (Eq. 13.38) for all the 
competitive structures ΘM , θ,...,1=Θ  of SC SDC models at each control cycle 

Kk ,...,1= . All the performance metrics should be compared, and the structure 

Mθ′ with the best measure (minimal residual) should be chosen.  
The parametric adaptation of the model 'M Θ  should follow the structural one. 

It is important to determine a proper “forgetting” function under the perturbation 
impacts )(tξ . The higher the noise level in the SC, the slower the decrease of the 

function should be implemented. However, if the SC greatly changes its structure, 
then the function )(αf  should decrease rapidly in order to “forget” the results of 

the previous steps. It can be shown that the structural-adaptation algorithms based 
on the model construction (synthesis) of atomic models (modules) are rather simi-
lar to the algorithms of the SC structural-functional synthesis. These algorithms 
only differ in the interpretation of the results. The examples of the above-
mentioned algorithms, results of calculations are illustrated in Ivanov et al. (2009). 
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Chapter 14 
Models of Supply Chain Global Stability               
and Manageability 

 

What we anticipate seldom occurs;  
what we least expect generally happens.  

Benjamin Disraeli 

What is now proved was only once imagined  
William Blake 

14.1 General Remarks on the Evaluation of Supply Chain Goal 
Abilities 

One of the important problems in SCM is the evaluation of goal abilities, i.e. the 
potential of the SC to perform its missions in different situations. Thus, the pre-
liminary analysis of the functioning and goal abilities (FA and GA) of a SC can be 
used to obtain reasonable means of the SC execution under different uncertainty 
conditions.  

In Chap. 7, we formulated the SC global stability as a dynamic SC property that 
emerges through controlled adaptability on the basis of feedback loops. In this 
chapter, the mathematical model complex of SC stability analysis is presented. 
These formal models present on the mathematical level the conceptual model of 
the global stability that has been considered in Chap. 7 in the STREAM concept. 

The numerical estimations of FA and GA of a SC control system should be 
based on the system of measures. These measures can be regarded as characteris-
tics of SC potential effectiveness and efficiency. The GA measures characterizing 
different levels of SC are interrelated and have a hierarchical structure (e.g. within 
the SCOR-model). 

In parallel with the enumerated measures of FA the following measures of GA 
can be used: the total possible number of objects-in-service (OS), e.g. customers’ 
orders, over the time period T  and the total time that is necessary for the execu-
tion of all interaction operations with OS (SC cycle). If the uncertainty factors are 
considered (the stochastic, probabilistic, or fuzzy models can be applied) the 
measures of GA can be evaluated as the expectation (or the fuzzy expectation) of 
the number of serviced objects by a given time point and the probability (its statis-
tical estimation) of successful service for the given objects. Similar measures can 
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be proposed for FA estimations, for example the expectation of the number of ob-
jects in a given macro-state and the possibility of operations’ fulfilment. 

The problem of SC GA and FA evaluation and analysis can be solved on the 
basis of SDC models (the model M and its components oM , kM , fM , eM , 

gM , νM , cM , pM ). These models have a form of non-stationary finite-

dimensional differential dynamic systems with reconfigurable structures, so the 
problem of GA and FA evaluation can be regarded as a problem of controllability 
analysis. The latter problem, in its turn, can be solved by the AS ))(,,( 00 TxTtD  

construction. If the AS is obtained, the solvability of the previously stated bound-
ary problems for SDC can be checked in accordance with the sets of initial 0X  

and final fX  states ))(,)(( 00 ff XTxXTx ∈∈ , with the considered period of time, 

with time–spatial, technical, and technological constraints. 
Moreover, the problems of SC SDC stated can be formulated as follows: 

 
))(,,()(G

00ˆ

min))((
TTTD fi

J
xx

x
∈⋅

→⋅′ , (14.1) 

where ))(,,( 00ˆ TTTD fi x  is the AS of the dynamic system (model M) and 

))((G ⋅′ xJ is the initial functional (e.g. see Eq. 12.32) transformed to the form of 

Mayer’s functional. It is important that the alteration of the objective functional 
does not imply the recalculation of the AS ))(,,( 00ˆ TTTD fi x . If the dimensionality 

of the SC SDC problem is high, then the construction of the AS becomes a rather 
complicated problem. Therefore, the approximations of ))(,,( 00ˆ TTTD fi x  is used. 

14.2 Construction of the Attainable Sets 

As has been mentioned in Chap. 10, AS is a very useful tool in the study of vari-
ous problems of optimization, dynamic systems and differential game theory. 
Numerous papers have been devoted to the study of various properties of the AS 
of the control systems (Chernousko 1994, Clarke et al. 1995, Motta and Sartori 
2000, Sirotin and Formalskii 2003, Lou 2004, Guseinov 2009). In this study, we 
propose to apply attainable areas to the SCM domain. 

If the dimensionality of a problem is high, the construction of an AS is a rather 
complicated problem. That is why an AS is usually approximated in different 
forms (Guseinov 2009). Let us introduce the algorithm of ))(,,( 00 TTTD f x  con-

struction. The boundary points of the set ))(,,( 00 TTTD f x  are obtained as the solu-

tions to the optimal control problems (Okhtilev et al. 2006): 
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where c  is a vector such that 1|| =c . For vector c we obtain the optimal control 

)(* tu , the state vector )(*
fTx  that is equal to boundary point of ))(,,( 00 TTTD f x  

and the hyperplane )(*T
fTxc  to ))(,,( 00 TTTD f x  at the point )(*

fTx .  

Let ∆  be the number of different vectors ∆= ,...,1, ββc , then the external ap-

proximation ))(,,( 00 TTTD f x+  of the set ))(,,( 00 TTTD f x  is a polyhedron whose 

faces lie on the corresponding hyperplanes, and the internal approximation 

))(,,( 00 TTTD f x−  of ))(,,( 00 TTTD f x  is a polyhedron whose vertices are the 

points )(*
fTβx , i.e. ))(),...,(())(,,( 1000 fff TTCTTTD

∆
− = xxx . The larger ∆ , the 

better the approximation of the AS ))(,,( 00 TTTD f x  can be obtained. It can be 

proved (Kalinin and Sokolov 1987) that the value ∆  is defined by the total num-
ber of possible interruptions for SC interaction operations over a given time period 

),( 0 tT . To obtain −+ DD ,  Krylov and Chernousko’s method was used (Moiseev 

1974). Instead of the vector c the vector )(Tψ  of conjugate variables varies. 

Besides the general dynamic model of SC SDC (the model M) its aggregated 
variants can be used for the AS construction. Let us exemplify this approach via 
the models Mo, Mk. Besides, we prescribe and allow the interruptions to opera-
tions. So the aggregated models of objects’ interactions and channels’ use can be 
stated as follows: 
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µ  are the aggregating functions. The classes 
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tK  of allowable control inputs are defined as follows (Eqs. 14.5 and 14.6): 
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where )(~ o
ts , )(~ k

ts  are function-theoretic constraints imposed on the classes of al-

lowable controls. 
We assume that the control inputs are piecewise continuous functions. We in-

troduce vector 
T)()(

1
)( ~,...,~~ o

n
oo xx=x  and vector 

T)()(
11

)( ~,...,~~ k
nn

kk xx=x . Let 

0)(~
0

)( =tox , )(
00

)( ~)(~ kk t xx = . Then the AS in the state space of the dynamic sys-

tem (Eqs. 14.3 and 14.4) can be obtained as follows: 
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where 
TT)(T)( )~()~( ko xx=x , ( ))(
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jxη , 
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k
jxηγ , if 0~ )( ≤k

jxη . 

The following theorem (Kalinin and Sokolov 1985, 1987, Okhtilev et al. 2006) 
expresses the characteristics of the AS. 
Theorem. Let the functions )(tijε  be nonnegative bounded functions having at 

most denumerable points of discontinuity, let the classes of allowable controls be 

defined by (14.5), (14.6), and let the AS ),(
~

koD  meet the following conditions: 

1. It is bounded, closed, and convex. It lies in the nonnegative orthant of the space 
)(~ nnnX +=R . 

2. +− ⊆⊆ ),(),(),(
~~~

kokoko DDD . 
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The theorem is of great importance to the preliminary analysis of SC perform-

ance, as the calculation of the values )(~~ o
ix , )(k

ijϕ  is rather simple, while the sets 
−

),( koD , +
),( koD allow, in many cases, the verification of the end conditions and the 

calculation of the range of variation for the performance metrics of SCM. 

14.3 Dynamic Multi-criteria Model of Supply Chain Global 
Stability Analysis 

The traditional understanding of stability analysis (based on BIBO stability) con-
sists of proving system stability with regard to small perturbation impacts (Lyapu-
nov 1966). As discussed in Chap. 7, this approach has limitations regarding the 
SCM domain. First, the SCs as management systems evolve from state to state not 
only through perturbation influences (compare with Ashby 1956) but through con-
trol managerial actions of both a planned and regulative (as a reaction to mitigate 
negative perturbation influences) nature. Second, in management systems, unlike 
in mechanical systems, there is usually no need to ensure 100% stability. The na-
ture of management systems lies in taking entrepreneurship risks. Additionally, 
these risks are perceived individually by different managers. Hence, the essence of 
SC stability is, in our opinion, to ensure such a SC functioning so that the man-
agement goals (e.g. service level) can be achieved at a level that would be accept-
able to managers (or that these goals’ values would lie within some predetermined 
intervals). 

The SC stability analysis model presented in this chapter addresses the problem 
of the direct connection of business processes’ stability estimation and analysis 
with problems of estimation and the analysis of their economic performance. This 
approach commits to principles that are laid down in the global asymptotic stabil-
ity by Lyapunov, which allows uncertainty in dynamics, the system’s parameters, 
and control actions (Casti 1979). In this approach, stability is considered as a dy-
namic property that emerges through feedback loops. Hence, stability can be con-
sidered as a system behaviour property that should be maintained despite perturba-
tion influences by means of corresponding control actions in the feedback loops. 
As such, stability becomes interconnected with adaptivity within the so-called sta-
bilizing feedback control (Casti 1979). This conceptual understanding of stability 
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is very close to the global stability that we determined in the STREAM concept 
(see Chap. 7).  

The model we will present in the further course of this chapter is of a generic 
methodological nature and needs localization for concrete applications. The model 
is based on the dynamic interpretation of the SC’s functioning process and uses 
the method of AS that has been explained in Sects. 10.4 and 14.2. 

In the case of multi-criteria problems, a stability estimation can be performed 
on the basis of the AS ),,( 00 XTtD , where 0X  is a set of possible initial states of 

the system (Okhtilev et al. 2006). The model allows multi-criteria estimation and 
the analysis of SCs stability to be made, considering the combined variants of ini-
tial data about possible perturbation influences (the determined, indistinct, sto-
chastic, interval data, and their combinations). The model allows one (1) to ana-
lyse the stability of various alternative SCs plans to be made concerning various 
kinds and scales of perturbation and control influences, (2) to calculate for each of 
the plans and possible scenarios a stability index, having given to the decision 
maker the possibility of a choice of that plan that corresponds to his/her individual 
risk perception. The essence of a stability index calculation is based on the con-
struction and comparison of two sets (the area of admissible values of SC goal in-
dicators and the approximated area of SC attainability under the influence of per-
turbation factors). The stability index is expressed as the area of intersection of 
these two rectangles. 

The presented model is logically and technically interconnected with the mod-
els of operations dynamics control and the SC adaptation presented in Chaps. 10–
13. Hence, the notation of the stability models is also based on the notations from 
the above-mentioned models.  

In order to assess the economic performance and stability of SC plans, the 
models of SDC (Eq. 10.17) and vector (Eq. 12.31) of SC economic performance 
indicators under perturbation influences (see Chaps. 10 and 12) are used. The sta-
bility analysis is possible with regard to deterministic, stochastic and interval input 
data. These particular cases will be considered in the next section. 

14.4 Stability Analysis Models for Different Input Data 

14.4.1 Deterministic Data 

We use polar diagrams which help to analyse both SC state vectors )(tx  and SC 

performance metrics, like SC costs, lead-time, etc. 
T

21 ,...,,
MIJJJ=J . To sim-

plify the pictures only some elements of the vector x , J  are depicted (see 
Fig. 14.1).  
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Fig. 14.1 Polar diagram for SC: (a) state vectors, and (b) SC performance metrics 



226      14 Models of Supply Chain Global Stability and Manageability 

Each element )(c
ix  of the vector )3,(cx  is equal to the number of objects in the ma-

cro-state δS . 

Let us introduce the following notation: 

fTt

pl
K

plpl
f

pl xxxT
=

=
T)()(

2
)(

1
)( ,...,,)(

σ
x  is an SC state vector at the time point fTt = ; 

fTt
Kf xxxT

=
=

T)()(
2

)(
1

)( ,...,,)( ξξξξ
σ

x  is a perturbed SC vector obtained as a result of 

simulation replicating the conditions of plan realization; 

fTt
aKafa xxT

=
=

T**
1

* ,...,)(
σ

x  and 
fTt

bKbfb xxT
=

=
T**

1
* ,...,)(

σ
x  are vectors defining 

respectively the lower and upper bounds for vectors )()(
f

pl Tx , )()(
fTξx ; 

f
M

Tt

pl
Ih

pl
h

pl
h

JJ
=

=
T

)(
~

)(
1

~
)(

~ ,...,J  is a vector of SC effectiveness measures (measures of 

SC goals) for the case of zero perturbation actions ( H,...,h ~1
~
= ); 

f
M

Tt
Ihhh

JJ
=

=
T

)(
~

)(
1

~
)(

~ ,..., ξξξJ  is a vector obtained as a result of simulation replicating 

the conditions of plan realization ( H,...,h ~1
~
= ); 

f
M

Tt
aIaa JJ

=
=

T**
1

* ,...,J , 
f

M
Tt

bIbb JJ
=

=
T**

1
* ,...,J  a vectors defined respectively the 

lower and upper bounds of )()(
f

pl TJ , )()(
fTξJ . 

The following algorithm can be used to evaluate the stability of SC plans. 

Step 1. Let h
~

 be the number of a current plan H,...,h ~1
~
= , then the following 

conditions are verified: 

 )()()( )(
~ fbfhfa TTT xxx ≤≤ ξ , (14.10)  

 )(
1

)(
~

)(
~ )()( pl

fhf
pl

h
TT εξ ≤− xx , (14.11) 

where )(
1

fε  is a given constant. 

If a condition is not fulfilled the current plan is stated to be invalid, and its sta-

bility is not evaluated. In Fig. 14.1 the vector )()(
fTξx  is shown by means of the 

dashed line. The shaded regions denote the sets of unstable plans. So as a result of 

step 1 the set )1()1( ~~ HHH =  is constructed, where )1(H  is a set of subscripts 

enumerating the invalid plans. 
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Step 2. For every )()(
~ t
h
ξx , )1(~~

Hh ∈  the following conditions are verified: 

 *
~~~

*
~ δδδ bha JJJ ≤≤ , (14.12) 

 M
f

Tth
f

h
IJJ

f

,...,1~,)(
2

)(
~~

)(
~~ =<−

=
δεξ

δδ
, (14.13) 

where )(
2

fε  is a given value. 

If for some plan )1(~~
Hh ∈  at least one of conditions is not satisfied then the plan 

is stated to be unstable. So )2()1()2( ~~ HHH = , where )2(H  is a set of subscripts for 

unstable plans. 

Step 3. Now one or more plans are to be chosen from the set )2(~H  of the stable 

plans. The choice can be performed in the interactive mode; here the polar dia-
grams may be useful. Another approach to the choice problem is to construct a 
general stability criterion as a convolution of particular measures or by means of 
metrics in the criteria space. In the latter case we should obtain a solution of the 
optimization problem 

 min),( )(
~

)(
~ →ξρ

h
pl

h
JJ . (14.14) 

14.4.2 Stochastic Data 

For stochastic input data, uncertainty factors of the environment influence upon 
the SC are replicated in detail. To provide statistical significance of stability esti-
mations the multiple simulation experiments should be fulfilled. Here the methods 
of variance lowering can be applied to reduce the number of experiments. If we 
use the stochastic input data then the stability can often be expressed as a probabil-
ity of some event. The most appropriate event for this purpose is the completion of 
a given mission in accordance with the plan. For certain cases, the necessary level 
of stability can be defined as 

 )(}ˆ{ ξ
α α=≥ zzP h , (14.15) 

where αα ,z  are given values, ( ))(ˆ),(ˆˆ )(
~

)(
~~ f

pl
hfhh TTz xx ξρ=  is the estimation of the 

difference between the planned SC state and the perturbed one. 
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The stability of SC plan can be indirectly estimated by means of the following 
objective function: 

 )(ˆ )(
~

)(
~

ξ
h

pl
hes JJM − , (14.16) 

where 
esM̂  is the expectation sign, )(

~
pl

h
J  is a general measure of the SC perform-

ance (a convolution )(
~

)(
~

1
,..., pl

hI
pl

h M
JJ ) and )(

~
ξ

h
J  measures losses caused by perturba-

tion influences and resources consumption for adjustment managerial actions.  

14.4.3 Interval Data 

Let us suppose that the area of admissible disturbances )),(( ttxΞ  is defined as  

 .,...,1),()()( )2()1( njttt jjj =≤≤ ξξξ , (14.17) 

where )1(
jξ , )2(

jξ  are vectors functions for minimal and maximal disturbances. We 

propose to call this area as the AS of the SC under disturbances. We define it as  

 ),,,,( ~00
)(

hfx XTTD uΞξ . (14.18) 

The set ),,,,( 00
)(

ifx XTTD uΞξ  corresponds to the indicators values, which as-

sess the SC’s economic performance and stability. The latter we define as  

 ),,,,( ~00
)(

hfJ XTTD uΞξ . (14.19) 

To make the further material more illustrative, we will examine only two com-
ponents of vector index. These components correspond to the indicators of SC 
service level ( 1J ) and SC profit ( 2J ). In this case, while geometrically describing 

the AS, it becomes possible to use Descartes coordinate system. 
Let the admissible limits of oscillations be as follows:   

 111 ba JJJ ≤≤ , (14.20) 

 222 ba JJJ ≤≤ . (14.21) 
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They construct special area JP  in the indices space. As explained in Chap. 10, 

we are not interested in all the AS but only in the subarea, in which the SC is ca-
pable of carrying out the planned processes. To perform the stability analysis, in-

ternal ),,( 00 XTtD−  and external ),,( 00 XTtD+  approximations of ),,( 00 XTtD  

should be constructed. The construction of the approximation is based on the fol-
lowing rule: 

 
Ξ

Jc
∈

→=
i

gJ
ξ
minT , (14.22) 

where T
21 ||,|| cc=c  — given vector that fulfils the normal conditions 

 1|| 2
2

2
1 =+= ccc  (14.23) 

and 21, JJ=J  — vector of particular indices of the SC effectiveness. 

Within the framework of SC plan stability assessment, the task is to find the 

point T*
2

*
1

* ||,|| JJ=J , which lies on the border of the set (Eq. 14.19) and some 

line of the following type: 

 0, *
22

*
11 =+ JñJñ , (14.24) 

which is a tangent for the given set and includes the point *J . After determining 

the multitude of points *
βJ  and appropriate tangents for some variants of vector 

βc  components ∆= ,...,1β  ( ∆  — number of variants of indices βc ), we obtain 

the external approximation of the set (Eq. 14.19), which is defined as follows: 

 ),,,,( ~00
)(

hfJ XTTD uΞξ . (14.25) 

This AS approximation is a geometrical figure that lies between the lines de-

termined as ∆=′ ,...,1,*T ββ Jc . Let us examine the case when 4=∆ , and vectors 

βc  are 
T

1 1,0=c ; 
T

2 1,0 −=c ; 
T

3 0,1=c ; 
T

4 0,1−=c  and fulfil the normal 

conditions. To approximate the AS, it is necessary to solve four tasks of the type 
(Eq. 14.18) 

 
ΞΞΞΞ ∈∈∈∈

→−=′→=′→−=′→=′
jjjj

JJJJJJJJ
ξξξξ
min:min:min:min 14132221 . (14.26)  
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The result of solving the task (Eq. 14.26) is the coordinates of the points *
1J′ , 

*
2J′ , *

3J′ , *
4J′ , which make it possible to construct an external approximation of 

the AS considered. This approximation is a rectangular area constructed as a result 
of four lines crossing.  

14.5 Stability Index Calculation 

A stability assessment of the SC plans comes down to the calculation and analysis 
of a general index of the SC stability for disturbance scenarios )),(()( ttt xΞξ ∈  

and control influences )),(()),(( tttt xVx ∈ν  within each generated SC plan 

)),(()(~ ttth xQu ∈  ( ,~,...,1
~

Hh =  where h
~

 is a number of alternative SC plans).  

If, for a SC plan )~,...,1
~

(),(~ Hhth =u  under disturbances )(tjξ , the requirement 

(Eq. 14.27) is fulfilled: 

 JhfJ PXTTD ⊂),,,,( ~00
)( uΞξ . (14.27) 

the )(~ thu  SC is considered to be stable under disturbances )(tjξ . In other words, 

feasible 1J , 2J  deviations are considered to be acceptable. 

The selection of the most stable SC plan is carried out according to condition 

 ))((minmax))(( ~~~~1~~
1

~
*
~ tStS hhmjHhhh uu

≤≤≤≤
=  (14.28) 

where ))(( ~~ tS hh u  is the area of sets ),,,,( ~00
)(

hfJ XTTD uΞξ  and JP  intersection; 

h
~

 — the total amount of analysed SC plans; and m~  — the total amount of distur-
bance scenarios at the stage of SC plan realization. The square ))(( ~~ tS hh u  of the 

intersection of these two rectangles reflects the desirable result declared at the be-
ginning of this subsection — the general stability index of the SC. The essence of 
a stability index calculation is based on the construction and comparison of two 
sets (the area of admissible values of SC goal indicators and the approximated 
area of SC goal attainability under the influence of perturbation factors). The 
smaller the square, the more stable the SC plan. The larger the square, the less sta-
ble the SC plan. 

So, considering the above-mentioned positions, we conclude that the task of the 
SCP within the proposed dynamic interpretation comes to the search for an SC 
plan ],(),( 0~ fh TTtt ∈u , for which all restrictions (Eqs. 10.14–10.19) are fulfilled, 

and all components of a general index of SC functioning quality (Eq. 10.20) are 
extremities.  
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It is possible to show that the search for the most stable SC functioning plan 
due to the statement at Eq. 14.28 is a realization of the multi-criteria selection un-
der uncertainty, i.e. the principle of the guaranteed result. Figure 14.2 shows the 

most distinctive cases of areas JP  and )(ξ
JD  arranged for different SC plans.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 14.2 The most distinctive cases of areas JP  and )(ξ
JD  arrangement for different SC plans: 

(a) unstable plan with regard to both J1 and J2, (b) stable plan with regard to both J1 and J2, (c) 
unstable plan with regard to J2,  (d) unstable plan with regard to J1  

The following statements hold true: 

• In case a, possible deviations of the SC operations’ quality metrics, which are 
caused by disturbances, are non-acceptable, and the SC is unstable under these 
disturbances. 

• In case b, possible deviations of the SC operations’ quality metrics (metrics of 
economic performance and stability), which are caused by disturbances, are ac-
ceptable, and the SC plan is stable under these disturbances. 

• In case c, the SC plan is unstable under disturbances that influence the metric 
of SC performance 2J  most of all. 

• In case d, the SC plan is unstable under disturbances that influence the metric 
of SC performance 1J  most of all. 
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Chapter 15 
Experimental Environment 

A theory can be proved by experiment;  
but no path leads from experiment to the birth of a theory.  

Albert Einstein 

No amount of experimentation can ever prove me right;  
a single experiment can prove me wrong.  

Albert Einstein 

15.1 Concept of the United Experimental Environment  

A vision of a special software environment, which contains a simulation and op-
timization “engine” of SCP, a Web platform, an ERP system, and a SC monitor 
are presented in Fig. 15.1.  
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Organizational structure;

Technical-technological 
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Topological structure;

Financial structure;
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Uncertainty
Demand uncertainty;

Collaboration (human) uncertainty;

Technical (machine) uncertainty

Demand/Orders
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Order parameters;

Collaboration strategy 

Web-Plattform; APS-System; ERP-
System
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Fig. 15.1 The vision of software environment (from Ivanov et al. 2010) 
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For the experiments, we elaborated a software environment that is composed of 
two main software prototypes: 

• SNDC – Supply Network Dynamics Control; and 
• SCPSA – SC Planning and Stability Analysis. 

15.2 Integrated Supply Chain Planning and Scheduling 

For the experiments, we elaborated a software prototype “Supply network dynam-
ics control”. SC planning and execution are based on the simultaneous considera-
tion of different structures in their interrelations and dynamics. The set of SC mul-
ti-structural alternatives is formed not on the basis of concrete values of structure-
relevant parameters, but first upon data structures. Then, we specify one or several 
structures with deterministic or stochastic parameters as well as select solution 
procedures (optimization or heuristics) for partial planning sub-problems (i.e. de-
mand forecasting, production planning, procurement planning etc.). Therefore, a 
number of SC multi-structural alternatives are identified, evaluated in regard to the 
goal criteria (costs, supply cycle time), and stability, and the best one is selected.  

The software has three modes of operation. The first mode includes the interac-
tive preparation of the data and data input subject to models in Chaps. 10 and 12. 
The second mode lies in the evaluation of heuristic and optimal SC schedules. The 
following operations can be executed in an interactive regime: 

• multi-criteria rating, analysis, and the selection of SC plans and schedules; 
• the evaluation of the influence that is exerted by time, economic, technical, and 

technological constraints upon SC structure dynamics control; and 
• the evaluation of a general quality measure for SC plans and schedules, and the 

evaluation of particular performance indicators. 

The third mode provides interactive selection and visualization of SC SDC and 
report generation. An end user can select the modes of program run, set and dis-
play data via a hierarchical menu. 

Let us consider an example. The first step is to gain the heuristic solution. We 
programmed two simple priority rules — equal charge and FIFO. The next step is 
to optimize the schedule. While optimizing, the program addresses an external op-
timization library (MatLab or MS Excel Solver).  

For the optimal schedule calculated with the proposed in Chap. 12 DYN algo-
rithm, the general QI (Eqs. 12.31-12.32) usually possesses better values compared 
with the heuristic plans. Of course, this index is of a relative nature and needs 
concretizations in any particular SC environment. In our opinion, the most impor-
tant result is even not the optimal solution but the evidence that complex problems 
of SC scheduling can be solved in an appropriate time (e.g. for the problems with 
more than ten resources, orders and operations, the calculating time did not exceed 
several minutes). The tool SNDC facilitates the simulation of the SC design, plan-
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ning, scheduling and control processes (Ivanov et al. 2004, 2005). The results of 
the planning are the structural–functional–informational SC execution plans. The 
special feature of the approach implemented in the SDNC is the possibility of ana-
lysing the compiled plan on the basis of the MSMS (see Fig. 15.2). 

 
Fig. 15.2 SC plan as macro-states 

The application of the methodology of multi-structural macro-states makes it 
possible to represent and evaluate SC configurations as well as SC execution plans 
on the aggregated detailed level. This allows managers to gain a complex presen-
tation of dynamical order execution in the SC. This dynamics may also be repre-
sented as a chart (see Fig. 15.3).  

 
 
 
 
 
 
 
 

 

Fig. 15.3 Graphical representation of SC dynamics: start and end multi-structural macro-states 

The developed prototype provides a wide range of the analysis possibilities 
from such points of view as SC structure content (initial data for scheduling) and 
the approachability of the tactical planning goals, taking into account individual 
managers’ risk perception, the execution dynamics of customers’ orders, and op-
erations within the orders (including key customer orders and critical operations).  
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The results of the SC dynamics simulation make it possible to analyse the com-
plex dynamics of supply cycles and form necessary management adjustments. The 
scheduling model is very flexible. More than 15 parameters can be changed to in-
vestigate different interrelations of schedule parameters and SC tactical goals (e.g. 
service level) achievement. For example, there is an explicit possibility to change 
(Kalinin and Sokolov 1987, Okhtilev et al. 2006): 

• the amount of resources, their intensity, and capacities; 
• the amount and volumes of customers’ orders and operations within these or-

ders (including key customer orders and bottleneck operations); 
• the priorities of orders, operations, and resources; 
• the lead times, supply cycles, and penalties for breaking delivery terms;  
• the perturbation influences on resources and flows in the SC (e.g., demand fluc-

tuations, technological failures, purposeful threats like thefts or terrorism); and 
• the priorities of the goal criteria. 

The Pareto optimality-based multi-criteria problem formulation allows us to 
take into account individual managers’ preferences, SC strategies, etc. The general 
schedule QI enables us to compare alternative schedules that in turn can undergo a 
detailed analysis with regard to concrete orders and operations.  

The proposed model interprets dynamic SC scheduling as a response to plan-
ning goal changes, demand fluctuations, and resource availability. In this interpre-
tation, the problem is to schedule SCs in order to achieve the plan goals (e.g. SC 
service level).  

The model is scaleable to other management levels of SCs, i.e., orders and op-
erations can be presented as SC configuration elements and orders correspond-
ingly. The transformation of parameters and goal criteria is also possible, i.e. the 
lead time can be considered as the SC cycle time. Hence, the SC strategic configu-
ration and tactical planning can be optimized. 

Let us analyse some particular features of the models presented in Chaps. 10 
and 12 obtained by the SNDC prototype. During the 720 conducted experiments, 
it has been revealed that the following model parameters influence the improve-
ment of the general QI: 

• the total number of operations on a planning horizon; 
• a dispersion of volumes of operations; 
• a ratio of the total volume of operations to the number of processes (e.g. cus-

tomers’ orders); and 
• a ratio of the amount of data of operation to the volume of the operation (rela-

tive operation density). 

The total number of operations on a planning horizon and operation density 
render the greatest influence (see Fig. 15.4). In Fig. 15.4, the results of 720 ex-
periments are visualized as the surface in space of the following partial QI: the to-
tal number of processes; operation density; and improvement of the general QI 
(see Eq. 10.20). Improvement of the QI is a ratio of a difference of the quality in-
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dex of heuristic (FIFO) and the optimum plan to the quality index of the heuristic 
plan.  
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Fig. 15.4 Analysis of general quality index improvements  

Fig. 15.4 depicts that the usage of the proposed DYN algorithm is especially 
sensible in the situation with the operation density of 80%. In this case, the im-
provement in the general QI amounts to up to 27%. In the case of low resource 
loading (low operation intensity), the heuristic algorithms are preferable.  

Besides, the efficiency of the proposed algorithm is sensitive to the number of 
processes (e.g., customers’ orders). The most benefits have been achieved by a 
relatively high number of processes to be executed. In the experiments conducted, 
we considered the maximal number of processes as equal to 24. The best results 
were achieved with regard to the number of processes equal to 20 or 21. When ap-
proaching the maximum number of processes, the improvements in the quality in-
dex decrease. This means that additional resource volumes should be introduced 
into the SC. Another explanation of the “hump” in Fig. 15.4 is connected with the 
non-stationary character of the ordering. The additional resources or increasing the 
resource productivity shifts the surface to the right side.  

The conducted experiments showed that the application of the presented dy-
namic scheduling model is especially useful for the problems where a number of 
operations are arranged in a certain order (e.g. technological restrictions). This is 
the case in SC planning and scheduling. 

As a problem, we found that the convergence of the iterative process decreases 
with increasing resource usage. In cases with seven and fewer processes, 98% of 
the experiments converged within one iteration. In cases with 7–13 processes, 
85% of the experiments converged within 2 iterations. In cases with 14–21 proc-
esses, 70% of the experiments converged within 3 iterations. In cases with 22 and 
more processes, 87% of the experiments converged within 4 iterations; some di-
vergence cases have been observed.  

Based on the obtained optimal solutions, we can methodically justify the usage 
and quality of certain heuristics for certain variants of initial data (see Fig. 15.5). 
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Fig. 15.5 Comparison of heuristic algorithms’ quality 

Having calculated optimal solutions for several points, it is possible to validate 
the decision to use either dynamic or one of the heuristic planning algorithms. In 
Fig. 15.5, the relative QI of the optimal solutions is assumed to be 100%. The rela-
tive QI of the heuristic solutions is calculated as a fraction of the optimal one, i.e. 
it can be observed that, in the case of a number of processes between 10 and 12, 
the quality of the heuristic and optimal solutions does not differ by more than 4%. 
In area 2, the DYN algorithm is preferable to the heuristics. If still using the heu-
ristics, the FIFO algorithm is preferable to the LIFO (last-in-first-out) one. The 
most benefit from using the DYN algorithm is achieved in area 3. In this area, the 
LIFO algorithm is preferable to the FIFO algorithm. 

Finally, we would like to draw attention to the proposed model and algorithm 
allowing the achievement of better results in many cases in comparison with heu-
ristics algorithms. However, this point is not the most important. The most impor-
tant point is that this approach allows the interlinking of planning and scheduling 
models within an adaptation framework. Hence, the proposed modelling complex 
does not exist as a “thing in itself” but works in the IDSS and guides the planning 
and scheduling decisions in dynamics on the principles of optimization and adap-
tation. 

15.3 Supply Chain Stability Analysis 

The second part of our experiments dealt with stability analysis. For experimental 
calculations on the basis of the model presented above, a software product has 
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been developed on the basis of C++ and XML (Ivanov et al. 2009). Let us provide 
an example.  

Example. The problem consists of the analysis of the stability of three alternative 
SC configurations (or plans) concerning three variants of perturbation influences 

)(tξ  at the given area of perturbation influences )),(( ttxΞ  (see notation in 

Chaps. 10 and 14). The SC structures are characterized by the different areas of 
the planned admissible control influences )),(( ttxQ  with regard to the reliability 

and the given area of general admissible control influences )),(( ttxV  with regard 

to the flexibility. Structure 1 is characterized by lower profitability, a higher ser-
vice level and higher excessiveness costs (with regard to the reliability and flexi-
bility) compared with structures 2 and 3. In structure 1, the areas )),((, ttxVQ  are 

balanced with the area )),(( ttxΞ . In structures 2 and 3, the areas )),((, ttxVQ  are 

smaller than the area )),(( ttxΞ .  

In the example given, the following perturbation impacts have been considered: 
a decrease in the availability of resources of 30% (scenario 1), a resource produc-
tivity decline of 5% (scenario 2), and the cumulative influence of these two per-
turbation impacts (scenario 3). In Fig. 15.6, the experimental results are presented.  

 

Fig. 15.6 Results of the SC stability analysis 

With regard to the structures and execution scenarios considered, the values of 
the performance metrics and stability index are calculated. The cases with zero 
value of the stability index mean that the excessiveness (see Chap. 7) of the corre-
sponding SC structures is enough to protect the SC against the given perturbation 
influences and to consider the SC as stable. In other cases, additional reserves 
should be introduced or possibilities of dynamic SC adjustments in the case of 
temporary loss of stability taken into account. 

For the evaluation of the results by managers, a special interface is elaborated 
for SC stability and economic performance analysis (see Fig. 15.7). In the exam-
ple given, on an axis of abscises, the metric of the SC service level 1J , and on an 

axis of ordinates, a metric of the SC profitability 2J  are presented. The stability 
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index is defined on the basis of the area of intersection of the two AS. In the worst 
case scenario (scenario 3), for case 1 (SC structure no. 1), it is equal to 9 (this case 
is presented on the interface in Fig. 15.7), for case b (SC structure no. 2) — 36, 
and for case c (SC structure no. 3) – 36. As such, the SC structure no. 1 is the most 
stable, i.e. the SC remains stable even in the case of the occurrence of the consid-
ered perturbation influences. 

 

 

Fig. 15.7 Simultaneous analysis of SC economic performance and stability 

The selection of the final SC configurations (plans) from the set of analysed 
scenarios and structures is based on the psychological type of the decision maker 
and his own individual risk perception. For each of the scenarios and structures 
considered, the values of performance metrics and the stability index are calcu-
lated and serve as a basis for decision-making, e.g. if the decision maker is a pes-
simistic psychological type and puts particular emphasis on stability, structure 1 
would the preferable option because, in the worst case scenario, this structure 
would be the most stable. If the manager is an optimist and can take risk to a 
higher extent, structures 1 or 2 could be selected with regard to the ideal case or 
scenario 1 (small perturbations). 

Let’s analyse the results. As already mentioned, SC no. 1 was initially charac-
terized by the lowest level of planned profit since it had been constructed with the 
greatest redundancy and requirements for the stability and service level. In com-
parison with SCs nos. 2 and 3, which were characterized initially by a higher 
profit level, SC no. 1 in the case of the negative scenario (a simultaneous decrease 
in the availability of a resource of 30% and a resource decline of productivity of 
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5%) has appeared even more profitable in comparison with SC no. 2, and on the 
service level is the best among the SC structures considered. Thus, the proposition 
on the global stability condition is proved because, in structure 1, area 

)),((, ttxVQ  is balanced with area )),(( ttxΞ . 

During the experiments, we could confirm the proposition that the plan stability 
decreases with increasing number of processes to be operated. With regard to the 
situations with high operation density, we found out that the competencies of en-
terprises in an SC do affect the stability immediately. During the experiments, we 
fixed the total resource productivity and varied the number of resources (compe-
tencies) and their partial productivity. The plan stability increases by about 12% if 
there are substitute resources in the SC. Additionally, the stability can be increased 
by about 7% if the total productivity is broken down into a greater number of 
autonomous resources (competencies). Hence, configuring SCs with unique re-
sources may potentially decrease their stability. 

In the programme, the decision makers have a wide range of additional analyti-
cal possibilities with regard to the different SC structures and execution scenarios, 
i.e. they can change the admissible intervals of the goal parameters oscillations 
and scope and the scale of the perturbation impacts. Additionally, the priorities of 
the SC goal metrics can be changed. There is also a possibility for a detailed 
analysis of the order dynamics, operation dynamics, enterprise activities dynam-
ics, and “bottlenecks”. The developed prototype implements the above-mentioned 
theoretical models and makes a step towards designing stable and profitable SCs.  
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Conclusion 

Not the place where we are                                                     
but the direction we are following is important. 

Leo Tolstoy 

Discussion of Findings 

In this book, we considered new viewpoints on decision-making in the SCM do-
main. First, we assumed that the changes in the global economic environment will 
inevitably cause changes in SCM. In these settings, we stated the new SCM para-
digm as the maintenance of stability and harmonization of value chains with pos-
sibly full customer satisfaction and optimal resource consumption for ensuring the 
performance of production-ecological systems at the infinite time horizon.  

Second, we conceptualized some cross-linked issues in SCM problem seman-
tics. We considered SCs as integrated multi-structural systems. Planning and 
scheduling have also been considered as an integrated management function with-
in an adaptation framework. 

Third, as for these new conceptual frameworks, new tools for decision-making 
support are needed, and we further developed the corresponding mathematical 
models. We started from the presumption that SCs as complex systems are de-
scribed by a number of different models. On the basis of the integrated considera-
tion of control theory, systems analysis, OR and artificial intelligence, we devel-
oped a new viewpoint on quantitative decision-making support in SCM.  

Fourth, to implement at the formal level the integrated consideration of SC ef-
fectiveness and efficiency as composed of SC economical performance and stabil-
ity, we applied AS. For the integrated planning and scheduling, we proposed the 
optimization-based  modelling complex for SC operation dynamics that is based 
on the combined application of control theory and OR. In these models and algo-
rithms, we proposed new constructive ways to apply optimal control approaches to 
the SCM domain. Besides, these models exist not as “things in themselves” but 
are embedded into the adaptation framework that supports the SCM in dynamics. 
For multi-structural SC dynamics control, new mathematical tools such as DAMG 
and MSMS have been developed. 

Based on the results gained in this study, the following contributions with re-
gard to OR and control theory can be stated. 

With regard to operations research: 

• Problems of high dimensionality and complexity can be solved with optimiza-
tion techniques. 

• The dynamics of real processes can be reflected. 



244      Conclusion 

• Models of planning and execution can be explicitly interconnected in terms of 
uncertainty. 

• The linear discrete world of operations research is enriched by the categories of 
dynamics, non-linearity, non-stationarity, adaptability and stability. 

With regard to control theory: 

• A novel controller concept is proposed to take into account managerial control 
actions (unlike technical systems with automated tuning). 

• New principles of planning and scheduling problem formulation within the op-
eration dynamics model allow us to apply optimal control techniques to the 
domain of complex management systems with the discreteness of decision-
making. 

• The optimization models of operation dynamics are interconnected with the ad-
aptation control loops and make possible optimization-based tuning processes 
under control with regard to both the current execution environment and goal 
criteria. 

• Problems of planning, monitoring and adjustment are explicitly interconnected 
with each other on the basis of the unified decision-making principles both in 
the planning and regulation (replanning) models. 

The advancements gained will be discussed in detail below. The study intro-
duced a new conceptual framework for the multi-structural planning and execu-
tion control of adaptive SCs with structure dynamics considerations. SCs are 
modelled in terms of dynamic multi-structural macro-states, based on the simulta-
neous consideration of management as a function of both states and structures. We 
proposed new tools for the multi-structural SCP – MSMS and DAMG. The results 
show that the multi-structural and inter-disciplinary treatment of SC planning al-
lows integrated and realistic planning problem formulation and solution. The pro-
posed multi-structural treatment also allows the establishment of links to uncer-
tainty analysis and especially to SC execution and reconfiguration. 

We conceptualized the subject domain of SCM under uncertainty from the uni-
form system-cybernetic and SCM points of view. The concept STREAM and cor-
responding engineering tools have been developed. We considered the SC prop-
erty to approach the real SC performance with the planned one under the colliding 
SC processes in the real perturbed execution environment with regard to the vari-
ety of execution and goal criteria as the SC global stability. Hence, the essence of 
SC stability is, in our opinion, to ensure such a SC functioning that the manage-
ment goals (e.g. service level) can be achieved at a level that would be acceptable 
to managers. 

We formulated and proved the proposition that SC goals can be achieved only 
if there are enough control actions to guide the system to the achievement of its 
goals in a real execution environment with negative perturbation influences. In-
deed, the achievement of the balance between the available control actions subject 
to a certain scale of perturbation influences makes the SC manageable and leads to 
the stabilization of SCs. For detailed considerations of this balancing, the business 
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and formal SC properties of SC reliability, flexibility, security, vulnerability, 
BIBO stability, resilience, robustness and adaptability have been brought into cor-
respondence with each other to cover the domain of SC planning and execution 
under uncertainty and dynamics. 

The proposed adaptive planning and control approach is based on a combina-
tion of the MPC and AC frameworks as well as of optimal control theory and OR. 
We took as a basis the adaptive planning in which the SC plan is modified peri-
odically by a change of SC parameters or characteristics of control influences on 
the basis of information feedback about a current SC state, the past and the up-
dated forecasts for the future. For the forecast updating, the MPC technique has 
been used; the AC application has been extended from the signal identification to 
the whole complex systems dynamics with the help of structure dynamics control 
theory. 

By designing the controller, the delays between the deviation’s identification 
and adjustment decision making are handled within the SDC approach and a com-
bined people–machine adjustment system is used for SC adaptation in the case of 
different disruptions. A hierarchy of adjustment actions is brought into correspon-
dence with different deviations in the SC execution. As such, the controller serves 
both for the deviation’s identification and for the adjustment measures’ genera-
tion, taking into account the distributed system nature and delays in managerial 
decisions. Besides, this allows the transit from continuous control models that are 
characterized for the process industry and the application of adaptive planning and 
control to many other branches with discrete operations.   

We interpreted planning and scheduling not as discrete operations but as a con-
tinuous adaptive process. We considered planning and scheduling as an integrated 
function within an adaptive framework. In the adaptation framework, we inter-
preted SC functioning as SC operations dynamics. Plan adaptation is connected to 
the model adaptation. The parametric adaptation is enhanced by a structural adap-
tation. This basic feature will allow us to apply this model simultaneously to (1) a 
SC functioning model under uncertainty, (2) a SC planning and scheduling model, 
and (3) a simulation model to run a “what-if” scenario. A particular feature of the 
model is that not only control u but also a number of conjunctive variables can be 
adapted to a current execution environment.  

In the presented approach to structural–operational SC dynamics, planning and 
execution problems in SCs are tightly interlinked. First, the planning and execu-
tion models are inter-reflected. This means that, in both of the models, the deci-
sion-making principles of the other model are reflected. Second, the planning and 
execution stages are interlinked through the monitoring level. 

In this study, we extended the control frameworks for SCs by taking into ac-
count the particular features of SCs as multi-structural systems with active inde-
pendent elements and managerial (unlike automatic control) adjustment actions. A 
generic adaptation framework, operation dynamics model and controller frame-
work have been developed. 

The explicit integration of the external and internal adaptation control loops 
and the operation dynamics model makes it possible to integrate the monitoring 
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and control models and to connect the measured and controlled parameters explic-
itly. In integrating the monitoring and control models, the rational extraction of 
only the current necessary execution parameters for monitoring and control from 
the whole high-dimensional parameter vector becomes possible.  

Another result of the integration of adaptation control loops and the operations 
dynamics model is that the parameters of the SC execution and operations dynam-
ics model can be tuned simultaneously. This so-called dual control makes it possi-
ble both to fulfil the SC mission (the goals set by management) and to construct an 
adequate model of SC dynamics control. 

The proposed approach provides the possibility to cover SC dynamics and per-
manent changes in SC processes and environment without a great necessity to ac-
complish a total “remodelling”. In these settings, the integration of the planning 
and scheduling stages is possible. This means that not only a problem solution in a 
fixed environment (system under control) but also a simultaneous consideration of 
system formation and management problem solution are possible in this system. 
Hence, the goal-oriented formation of SC structures and the solution of problems 
in this system are considered as a whole. 

To capture the issues of high dimensionality, non-linearity and non-stationarity, 
we proposed to modify the dynamic interpretation of operation control processes. 
We formulated the planning and scheduling models as optimal control problems, 
taking into account the discreteness of decision-making and continuity of flows. 
Here, the main idea is to implement non-linear technological constraints in sets of 
allowable control inputs rather than in the right parts of differential equations. In 
this case, Lagrange coefficients, keeping the information about economical and 
technological constraints, are defined via the local-sections method. Furthermore, 
we proposed to use interval constraints instead of relay ones. Nevertheless, the 
control inputs take on Boolean values as caused by the linearity of differential eq-
uations and the convexity of the set of alternatives. 

The originality of the proposed dynamic scheduling model is composed of sev-
eral features. The first feature is that the right parts of the differential equations 
undergo discontinuity at the beginning of interaction zones. The problems consid-
ered can be regarded as control problems with intermediate conditions. The sec-
ond feature is the multi-criteria nature of the problems. The third feature is con-
cerned with the influence of uncertainty factors. The fourth feature is the form of 
time–spatial, technical and technological non-linear conditions that are mainly 
considered in control constraints and boundary conditions.  

The process control model is presented as a dynamic linear system while the 
non-linearity and non-stationarity are transferred to the model constraints. This al-
lows us to ensure convexity and to use interval constraints. As such, the construc-
tive possibility of discrete problem solving in a continuous manner occurs. The 
modelling procedure is based on an essential reduction of a problem dimensional-
ity that is under solution at each instant of time due to connectivity decreases. The 
problem under solution can be presented with a polynomial complexity rather than 
with an exponential one. This results in the possibility of solving high-dimensional 
problems with computational complexity in a dynamic manner. 
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The narrowing of Pareto’s set in discrete models is performed in the interactive 
mode by means of eliminating elements from this set. The elimination is based on 
the mathematical investigations of Pareto’s set features and the consideration of 
decision-makers’ opinions (evaluation of the set’s power, of the quality measures’ 
range, and of the quality measures’ contradictoriness). 

If the power of Pareto’s set becomes acceptable, then the SC structures se-
lected on the basis of static models can be checked by means of queuing theory 
models and then by means of simulation models. If the constraints characterizing 
the models are not fulfilled, then corresponding structure variants are no longer 
considered. 

The Pareto-optimality-based multiple objective problem formulation allows us 
to take into account individual managers’ preferences, SC strategies, etc. The 
model is scaleable to other management levels of SCs, i.e. orders and operations 
can be presented as SC configuration elements and orders correspondingly. The 
transformation of parameters and goal criteria is also possible, i.e. the lead time 
can be considered as the SC cycle time. Hence, the SC strategic configuration and 
tactical planning can be optimized. 

To implement the simultaneous analysis of both the performance and stability 
of the SC, the method of AS can be used. By constellating different SC execution 
scenarios with regard to the scope and scale of perturbation influences and the cor-
responding control influences, the decision makers can analyse different constella-
tions of SC performance and stability, and select the most preferable one from a 
number of alternatives in accordance with the individual risk perception. The final 
choice of a SC configuration or plan occurs on the basis of managerial individual 
preferences and the risk perception.   

The SC stability analysis model addressed the problem of the direct connection 
of business processes’ stability estimation and analysis with problems of estima-
tion and the analysis of their economic performance. We formulated the SC global 
stability as a dynamic SC property that emerges through controlled adaptability on 
the basis of feedback loops. Hence, stability can be considered as a dynamic prop-
erty of system behaviour that should be maintained despite perturbation influences 
by means of corresponding control actions in the feedback loops.  

As such, stability becomes interconnected with adaptability. Such an approach 
to stability allows us to reveal other possible ways for decision-making in business 
complex systems rather than to consider stability of SCs merely at the beginning 
of planning. Besides, the stability indicator meets the SCM nature to a greater ex-
tent. Increases in sales and cost reductions may be related to operational logistics 
improvements at local knots of SC. But the stability of the whole SC is even the 
direct performance indicator of SCM.  

Within the proposed global stability concept and formal model, we showed that 
the mutual influence of perturbation and control (adjustment) impacts affects SC 
stability immediately. Hence, it can be concluded that SC stability depends on a 
balance of control and perturbation areas. This opens up new perspectives for 
solving numerous problems of SCM under uncertainty, e.g. the problem of balanc-
ing SC reliability and flexibility. 
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The approach to stability analysis allows multi-criteria estimation and stability 
analysis; the consideration of the different variants of initial data on perturbation 
influences (the determined, fuzzy, stochastic, interval data and their combinations) 
is possible. The approach allows direct connection of the problem of estimation 
and the analysis of the stability of SC business processes with the problem of es-
timation and the analysis of their performance. Due to a dynamic interpretation of 
the SC functioning process, it is possible to use it at the constructive level received 
earlier in the classical theory of automatic control fundamental and applied scien-
tific results for the estimation of SC stability. The simplicity of the results’ presen-
tation and interpretation is to be underlined due to their representation in the form 
of geometrical figures. 

In general, the proposed model complex (see Chaps. 10–15) is based on the dy-
namic interpretation of SC processes and allows the use of fundamental and ap-
plied results gained in modern optimal control theory, systems analysis, OR and 
multiple-criteria optimization for solving different classes of SC synthesis and 
analysis with regard to SC economic performance and stability. 

In concluding this paragraph, we would like to emphasize that the main motiva-
tion of the mathematical part of the research approach is to combine the possibili-
ties of different decision-making techniques, such as OR, control theory, systems 
analysis, and agent-based modelling to achieve new quality of the decision-
making support, e.g. in applying the proved fundamentals of the control theory to 
the SCM domain, the conventional OR-based modelling techniques for SCM can 
be enriched by new viewpoints on the dynamics, stability, adaptability, consis-
tency, non-linearity and high-dimensionality of the complex system.  

The mathematics of optimal control can help in revealing new conformities to 
natural laws that have yet to be revealed within the OR field. Hence, the conven-
tional SCM problems may be considered from a different viewpoint and new 
problems may be revealed and formulated.  

Summarizing, this is to say that the results gained suggest quantitative methods 
to transit from a simple open time slots incremental planning to a dynamic, feed-
back loop-based adaptive SC planning and scheduling to implement value chain 
adaptability, stability and crisis-resistance throughout. The findings contribute to 
the understanding of SC from the perspectives of adaptable and stable processes 
that provide the achievement of management goals with a sufficient degree of sta-
bility and crisis-resistance instead of “ideal” optimal plans and schedules that fail 
in a real perturbed execution environment. The modern optimal control theory, in 
combination with systems analysis, OR and agent-oriented modelling, is a power-
ful technique to handle dynamics and uncertainty in SCs.  
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Future Research Outlook 

Let us discuss the limitations of the proposed approach. In the management con-
cept A-SCM, some particular aspects of the approach show limitations regarding 
branch independence, i.e. with regard to flexible suppliers’ structuring, the ap-
proach can be applied especially to the cases where there is the possibility to at-
tach alternative suppliers to a number of operations in the value-adding process. 
For example, this flexible structuring could not be implemented in the automotive 
sector because of the strict quality policies of OEMs. Hence, the proposed concept 
can be applied in two cases: (1) for unique products (in a special machinery indus-
try) or (2) for products without strict technical quality policies (i.e. the textile 
branch).  

Another very important point is the trust and collaboration in the network. Be-
fore automation, a huge amount of organizational work should be carried out to 
convince the OEMs and suppliers to collaborate within a common informational 
space, share the data, actualize the data and ensure financial trust. While automat-
ing, it is important to elaborate and to maintain throughout product and process 
technological documentation and classification. Last, but not least, the firms them-
selves should perceive the necessity for such collaboration.  

Certain elaborations in this study are still in the form of theoretical frameworks 
and hypotheses that must be proved and improved in concrete case studies. For 
concrete application cases, it is nevertheless almost impossible to take into ac-
count the whole variety of complex interrelated constraints and parameters. As the 
success of the modelling with the proposed dynamical complex depends greatly 
on the formulation of constraints, this becomes a bottleneck in the proposed ap-
proach. For each concrete problem, we should actually build a new complex of 
constraints. This is a very time-consuming process as we should achieve the 
strong monosemantic problem formulation to ensure only one solution is gained. 
In some cases, certain model simplifications will be needed.  

A great challenge is the calculation precision both in the planning model itself 
and at the interface between the adaptation loops and the operations dynamics 
model. In the developed mathematical model, calculation precision is subject to 
individual decision-maker perceptions. The operations dynamics model itself is 
implemented in a software prototype, but the adaptation loops are still undergoing 
programming. Constructive ways to achieve calculation precision with regard to 
the interrelations of measured and calculated (control) parameters are to be devel-
oped further. Finally, the mathematical formalization of uncertainty factors is 
complicated by a high complexity of stochastic dynamic models. 

With regard to overcoming these shortcomings and further developments, the 
following future research needs in adaptive SCs can be indicated. In our future re-
search, we are going to investigate in depth some referenced SCM problems with 
the use of optimal control theory. Furthermore, a promising area for using control 
theory is SC monitoring and event management. Both problem areas will lead us 
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to a deeper understanding of the interrelations between control theory, systems 
analysis, OR and agent-oriented modelling. 

In answering the indicated challenge to interrelate decisions at different man-
agement levels and in different structures, we will prove the efficiency of integrat-
ing the elaborated structure–operation dynamics approach with the system dynam-
ics approach. In general, the developed fundamentals must be further proved in 
different SC environments. Only this proof will provide the basics to develop a 
theory of operation dynamics in complex production-logistics networks (like SCs) 
as a further development of system dynamics and structure dynamics theories. 

In future, the investigations into the triangle “manageability–optimality–
complexity” may potentially provide new insights into SCM and engineering. Fur-
thermore, with increasing transportation, the minimizing of negative impacts on 
ecology may become one of the primary objectives in SCM and logistics. Actu-
ally, this is already stated by global automotive companies. Hence, we are moving 
towards a triangle of goals: profitability, stability and ecological goals.  

In future, the adaptive SC should evolve into self-organizing and self-learning 
SCs. In self-organizing SCs, both the system and its goals would evolve, unlike in 
adaptive SCs where the system’s design and goals are predetermined. The sys-
tem’s borders would become fuzzy, the system can broaden by “acquiring” a 
space from the environment, or the system can narrow in the reverse way. How-
ever, to approach the self-organizing SCs, time is needed to rethink many crucial 
management paradigms. 

 
 



Glossary 

Term Explanation 

Adaptability The ability of a supply chain to change its behaviour for the 
prevention, improvement, or acquisition of new characteris-
tics for the achievement of supply chain goals in environ-
mental conditions that vary in time and the aprioristic in-
formation about which dynamics is incomplete 

Adaptation The property of a system consisting of the continuous 
changes of its functioning and the abilities to function in 
unpredicted conditions by a goal-oriented adjustment of the 
process parameters and/or structures 

Adaptive manage-
ment 

A management method of a supply chain with varying un-
known environmental characteristics, in which for the final 
time are reached defined (satisfactory, wished for, or opti-
mum) goals of supply chain management by means of a 
change of the supply chain parameters, processes , and 
structures or characteristics of control influences on the 
feedback loop driven basis 

Adaptive planning A method of planning and scheduling in which the plan of a 
supply chain is modified periodically by a change of pa-
rameters of the supply chain or characteristics of control in-
fluences on the basis of information feedback about a cur-
rent condition of the supply chain, the past and the updated 
forecasts for the future 

Adaptive supply 
chain 

A networked organization wherein a number of various en-
terprises 

• collaborate (cooperate and coordinate) along the entire 
value-adding chain and product life cycle to: acquire raw 
materials, convert these raw materials into specified fi-
nal products, deliver these final products to retailers, de-
sign new products, and ensure post-production services; 

• apply all modern concepts and technologies to make 
supply chains stable, effective, responsive, flexible, ro-
bust, sustainable, cost-efficient, and competitive in order 
to increase supply chain stability, customer satisfaction 
and decrease costs, resulting in increasing supply chain 
profitability 

Adaptive supply 
chain management 

A business concept, a technology, and a scientific disci-
pline that studies the resources of enterprises and human 
decisions with regard to stability, adaptability and profit-
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ability of cross-enterprise collaboration processes to trans-
form and use these resources in the most rational way along 
the entire value-adding chain and product life cycle, from 
customers up to raw material suppliers, based on coopera-
tion, coordination, agility and sustainability throughout 

Attainable set The set of all the ends of different supply chain execution 
scenarios at t = t1, which begin at t = T0 at the point )( 0Txr  

and result from different variations of managerial actions 
)(tur  within the time interval (T0, t1]. The economic sense 

of the attainable sets consists of the following: the attain-
able set characterizes a set of supply chain plans and the 
values of the supply chain potential goals corresponding to 
them 

BIBO stability A property of the supply chain functioning; the state of a 
supply chain that is in a planned mode of functioning is 
stable, if it is considered that the fixed set of admissible 
control influences and limited and small perturbation influ-
ences lead to limited and small changes of goal variables 

Catastrophic (disas-
ter) situation 

A supernumerary mode of functioning during which the 
supply chain passes from an efficient to a disabled catastro-
phic state in which the transition to an efficient state is es-
sentially excluded and/or is economically inefficient. The 
liquidation of a catastrophic situation is carried out on the 
basis of the changes in SCM goals and financial plans, i.e. 
changes in the strategic plan change. Actually, this situation 
leads the strategic management to the formation of new 
supply chains and their management systems 

Control (in the  nar-
row interpretation) 

Input influence to regulate the supply chain plan 

Control (in the wide 
interpretation) 

Input influences on the object of the planning and execu-
tion, intended for the achievement of the management 
goals. The set of control influences can be divided into two 
categories: the construction of supply chain plans, taking 
into account uncertainty, and the regulation of (adaptive) 
control influences at a stage of a supply chain realization 

Critical situation A supernumerary mode of functioning in which the supply 
chain performance metric or the environment indicators are 
out of the intervals of a regular mode in such limits that 
there is a real threat of disruption of the plan or a catastro-
phe 

Dangerous situation A supernumerary mode of functioning in which the indica-
tors of supply chain performance or the environment indi-
cators are out of the intervals of a regular mode in such lim-
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its that the plan disruption or a catastrophe is almost inevi-
table.  

Deviation The short-term transition of a supply chain from an effi-
cient state to a disabled state, which does not lead to a loss 
of manageability. Deviation withdraws without external in-
fluences. Deviation is characterized by a supernumerary 
situation 

Disruption The transition of a supply chain from a planned state to an 
unplanned state in which the achievement of the SCM goals 
without additional control influences is impossible 

Disturbance The impossibility of the realization of the planned event (or 
a critical amount of events) according to the supply chain 
plan 

Dynamics 

 

A system’s change and evolution in the form of changes in 
object and process states in space and time as driven by 
perturbation influences and control influences of both 
planned control actions to transit a system from a current 
state to a desired one and adaptation control actions to 
adapt a system (structures, processes, and operations) to a 
changed execution environment. 

Effectiveness Approaching the process goal  

Efficiency Fulfiling the process with minimum costs 

Execution  The process of control realization for the achievement of 
the supply chain goal at all three levels of planning 

Flexibility A property of a supply chain concerning its ability to 
change itself quickly structurally and functionally depend-
ing on the current execution state, reaching SCM goals by a 
change of supply chain structures and behaviour 

Macro-state General supply chain state in which one or a number of 
supply chain objects can occur 

Manageability A general system property to generate, implement, analyse 
and adjust managerial actions to lead the system to the 
achievement of its goals 

Multi-structural ma-
cro-state 

A supply chain macro-state that reflects the current states of 
objects and structures in supply chains as well as interrela-
tions between them 

Non-purposeful per-
turbation impact 

An external input influence on a supply chain of the casual 
nature (for example, demand fluctuations, resource failure) 

Order penetration 
point 

A part in the supply chain where a strategic inventory is 
held in as generic a form as possible 

Performance  A complex characteristic of the potential and real results of 
the supply chain functioning, taking into account the con-
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formity of these results with the goals set by management. 
Performance is measured with certain metrics (indicators) 

Plan correction The end result of a dangerous situation; the adaptation by 
means of changes in plans (for example, changes of the de-
livery time of production) 

Plan disruption A supernumerary mode of functioning during which the 
supply chain passes from an efficient to such a disabled 
state that it is necessary to execute replanning for the transi-
tion to an efficient state. The liquidation of the situation of 
the plan disruption is carried out on the basis of replanning, 
i.e. a change in the tactical plan 

Planning A purposeful, organized, and continuous process including 
the synthesis of a supply chain’s structures and elements, 
the analysis of their current state and interaction, the fore-
casting of their development for some period, the forming 
of mission-oriented programmes and schedules, and the de-
velopment of supply chain structure-dynamics control pro-
grams for the supply chain’s transition to a required (opti-
mal) structural macro-state 

Process A content and logic sequence of functions that are needed 
to create an object in a specified state 

Process correction The end result of a critical situation; the adaptation by 
means of operative changes in processes with the use of re-
serves (for example, safety stocks) 

Purposeful perturba-
tion impact  

An external input influence on a supply chain goal to harm 
or damage a supply chain 

Reliability A complex characteristic of a non-failure operation, dura-
bility, recoverability, and the maintenance of the supply 
chain elements and the supply chain as a whole 

Replanning The end result of a situation of disruption of the plan; the 
adaptation by means of changes in tactical plans (for exam-
ple, changes of manufacturing volumes) 

Resilience  A property of supply chains consisting of their ability to 
maintain a regular mode of functioning in predicted condi-
tions of the purposeful influence of destabilizing factors 
and to exclude the possibility of transition from a regular 
mode to a situation of plan disruption or a catastrophe in 
unpredicted conditions of influence of predicted destabiliz-
ing and/or unpredicted risk factors 

Risk A multi-meaning term that includes the following: 

1. The risk is a likelihood estimation of a negative outcome 
of the event leading to losses/losses (the technological ap-
proach)  
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2. The risk is an individual estimation by the person of the 
danger of a negative outcome of the event leading to 
losses/losses; the risk is ultimately a property of any entre-
preneurship (the psychological approach) 

3. The risk is an integral property of any process or system, 
the management of which is key to economic performance 
and stability maintenance (the organizational approach) 

Robustness A property of a supply chain consisting of its ability to con-
tinue its functioning at a certain level of perturbation influ-
ences 

Security (in the nar-
row interpretation) 

Resistance to the external, unauthorized actions developed 
to cause damage or to break a supply chain; a set of meas-
ures to protect the supply chain assets (product, facilities, 
equipment, information, and personnel) from theft, damage, 
or terrorism, and to prevent supply chains against unauthor-
ized people or weapons of mass destruction 

Security (in the 
wide interpretation) 

 

A general system property characterizing the uninterrupted 
performance of a supply chain’s functioning to achieve its 
goals under protection against external purposeful threats 

Stability (in the 
wide interpretation, 
the global supply 
chain stability) 

A complex property of a supply chain, characterizing the 
ability of a supply chain to maintain, realize, and restore 
goal-oriented functioning in an ever-changing execution 
environment under the influence of perturbation factors of 
unauthorized purposeful and non-purposeful nature 

Structural state A supply chain macro-state that reflects the current states of 
objects in a supply chain structure as well as interrelations 
between these objects 

Structure dynamics The process of supply chain structure transition from one to 
another planned macro-state 

Supernumerary 
situation 

A mode of supply chain functioning in which several indi-
cators of a supply chain or environment indicators are out 
of the intervals of a regular mode in such limits that there is 
no disruption or catastrophe threat 

Supply chain (SC) A network of organizations, flows, and processes wherein a 
number of various enterprises (suppliers, manufacturers, 
distributors, and retailers) collaborate (cooperate and coor-
dinate) along the entire value chain to acquire raw materi-
als, to convert these raw materials into specified final prod-
ucts, and to deliver these final products to customers 

Supply chain man-
agement (SCM) 

A scientific discipline that studies human decisions in rela-
tion to cross-enterprise collaboration processes to transform 
and to use these resources in the most rational way along 
the entire value chain, from customers up to raw material 
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suppliers, based on functional and structural integration, 
cooperation, and coordination throughout 

Uncertainty A property characterizing the incompleteness of our knowl-
edge about the system’s environment and conditions of its 
development 

Virtual enterprise A number of organizations that collaborate to develop a 
common working environment or virtual breeding envi-
ronment with the goal of maximizing flexibility and 
adaptability to environmental changes and developing a 
pool of competencies and resources 

Vulnerability Resistance to external perturbation influences (planned and 
unplanned) of a casual character 

 



Notation 

Relations, Maps, Sets, Subsets and Elements of Sets 

B  An area of allowable parameter values 
B  A set of internal objects, e.g. enterprises that are embodied in an SC and

are necessary for its functioning 
B  A set of external objects (customers, share holders, creditors, logistics

service providers) interacting with the SC (the interaction may be in-
formational, financial or material) 

B~  A set of the objects in the SDC 
)(iB  An element of the set B  
)( jB  An element of the set B  

C  A set of internal objects channels 

C  A set of external objects channels 

C~  A set of channels that are used for informational interaction 
CatD  A category of dynamic models 

ΦCat  A category of digraphs 
D  A set of interaction operations with the object )(iB  
D   An attainable set (AS) 

+D  The external approximation of an AS  
−D  The internal approximation of an AS  

)(ξ
xD  An AS of the SC under interval disturbances 

E  The convex capsule 

µ~E  The given point of an extended state space )(~,~ fp T>< µx  

F  A sigma-algebra over the space Ω  
tFχ ′  A set of arcs of the DAMG tGχ  representing relations between the

DAMG elements at time t  
G  A set of structures that are being formed within the SC 

χG  An element of set G  

GF A functor (a set of maps) 

Î  An index set of the SCM models 

K~  The initial class of allowable control inputs 

K
~~

 An extended class of allowable control inputs 
)( f

iK  An index set of flows (informational, financial of material) produced

when the objects )(iB  and )( jB  interact 
)(~ f

iK  An index set of flows produced by or necessary for the object )( jB  
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)(o
iK  An index set of interaction operation with the object )(iB  

)(~ o
iK  An index set of interaction operation with the object )(iB  

)1,( p
jK  An index set of non-storable resources of the object )( jB  

)2,( p
jK  An index set of storable resources of the object )( jB  

)(
~~ o

tK  An extended class of allowable operations’ control inputs 

)(
~~ k

tK  An extended class of allowable channel control inputs 

L  A set of models’ types 

χL  An index set of elements of the structure tGχ  

M  A set of SCM models 

M  A set of SC possible elements 
M  A dynamic model of SC control 

θM  An element of the set M  

ϑM  A simulation model describing the SC functioning under perturbation 
impacts 

)(rrMΘ  An element of the SC model set at iteration number “rr” 

tMM >′< χχ ,  
 A map which characterizing interrelation between the structure tGχ  and

tG 'χ  

N  An index set of internal objects 
N  An index set of external objects 
NS  An index set of an SC structure type 
P  A set of SC flows that are under consumption at different resources (fi-

nancial flows, material flows, and information flows) 

JP  A set of allowable values of the performance metrics 

csP  A set of the model characteristics 

csP  A set of possible values of the SC characteristics 
),( jiP  A set of flows (informational, financial of material) produced when the

objects )(iB  and )( jB  interact 
)( jP  A set of flows produced by or necessary for the object )( jB  
)(cs

gP  An element of the set csP  
),(

,
jiP >< ρµ  An element of the set ),( jiP  
)(
,

jP >< ρµ  An element of the set )( jP  

( ))(
~~ txQ  An extended domain of allowable control inputs 

ΘQ , ΘV , 

ΘΞ  
The corresponding  sets  of  allowable  areas  for  program control, real- 
time regulation control inputs, and perturbation input 
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)(ΘQ  A set of a mathematical structure 

rR~  A set of business and information processes constraints 
)( nnn+R  The dimension of the space of the SC aggregate model state 

)()(
1

ωα Θ
ir  A set of preference  relations to be used for  selection of the best alter-

natives via the structures 
δS  An element of the set S  
*
δS  The preferable element of the set S  

fTS *
δ  The preferable element of the set S  at the moment fT  

)(~ o
ts , )(~ k

ts  
The function-theoretic constraints imposed on the classes of allowable 
controls  

))(( txU  A set of allowable control inputs 

tU  
An allowable scenario of transition from the initial SC multi-structural 
macro-state to the final one 

)3(W  
A set of allowable values for the vectors of the structure-adaptation pa-
rameters 

)(
1

u
k >−<W  

A set of the parameter vector of the  simulation model of SC execution 
under perturbation impacts 

X~  A space of the SC aggregate model state 
( )tt),(ξX  An area of the allowable states of the SC structure dynamics 
tX χ  A set of elements of the structure tGχ  

tZ χ  A set of parameters characterizing relations numerically 

2Γ̂  An index set of rules for constructing the resulting choice functions and
the preferences relations 

−Γ i1 , −Γ 2i  
The sets of processes which immediate precede the process )(iB  (inter-

action operation with )(iB ) 
−Γ

1µi
, −Γ

2µi
 The sets of operation which immediate precede the operation )(iDµ  

∆  
A set of allowable areas for programme control and  real-time regula-
tion control inputs 

)(d∆  A set of allowable dynamic alternatives of SCs 
)(nd∆  A Pareto’s set 
)(0

ˆ
Θ∆η  A collection of the main basic sets of alternatives 

)(
ˆ
Θ∆ρ  A set of auxiliary alternatives to be used mostly in coordination choice 

tasks 
t

>′<Π δδ ,  A map describing allowable transitions from one multi-structural ma-
cro-state to another one 

Φ  An operator of iterative construction (selection) of the model )(rrMΘ  

ϕ~  A transition function of SDC model 

1Φ  An index set of the construction formed of basic sets via Gartesian
products and the generation of subsets 
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2Φ  An index set of the construction which corresponds to the output scale 
)(

'
jNπΦ  A set of storable resources of the object )( jB  

RΦ  A set of SC resources 
)( jSπΦ  A set of non-storable resources of the object )( jB  

ψ~  An output function of SDC model 
Ω  A space of events (the set of uncertainly) 

Continuous Variables and Functions 

AD  
A functional  characterizing  the adequacy  of  the  model )(rrMΘ  for  the 

SC 
)( kKf −  A monotone decreasing function of “forgetting” 

1F  A given functional characterizing a “distance” between )(ˆ 1>−<kty  and

)( 1>−<kty  

2F  A given functional characterizing the adequacy of the planning model 
)( kKg −  An adaptation coefficient that “depreciates” the information received at

the previous step 
H  A Hamiltonian function 

0h , 1h  
The known  vector-functions  that  are used for the state x  end condi-
tions at the time points 0Tt =  and fTt =  

)(
0

fh , 
)(

1
fh  

The known  differentiated  vector-functions which determine the end 

conditions for the variable vector )(tx  at the time points 0Tt =  and 

fTt =  
J  A vector of a quality functional 

)(tJG  The generalized SC performance functional, which is constructed by 
the multi-criteria procedures 

ζJ  The SC performance metrics (costs, service level, etc.) 

ΘJ  The vector quality measure for different models 

ϑJ  The SC performance metrics within an SC model 

ϑJ  The components of generalized performance functional within an SC 
model 

GJ  An SCalar form of the vector quality measure ΘJ  
)(

~
pl

h
J  A vector of SC performance metrics for the case of zero perturbation

influences 
)(

~
ξ

h
J  A vector obtained as a result of simulation replicating the conditions of

plan realization 
)1(q , )2(q  

The vector-functions, defining the main spatio-temporal, economic, 
technical and technological conditions for the SC functioning process 
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2
><kq  

A possible variant of the functional 1F for the parametric adaptation 

case 
>Θ<
><kQ  A possible variant of the functional 1F for the structural adaptation case

S  An objective function which used for performance estimation during
SDC problem decision 

))(( ~~ tS hh u
 

The area of the sets’ ),,,,( ~00
)(

hfJ XTTD uΞξ  and JP  intersection 

*
~
hS  The minimal value of the area of sets’ ),,,,( ~00

)(
hfJ XTTD uΞξ  and JP  

intersection 

stt  The total time of SC SDC models’ structure adaptation 
u  An allowable control input 

)(tu  A control vector representing the SC control programms  

)(tu  An arbitrary allowable control vector 

)(
~~ tu  The optimal control in an extended class of allowable control inputs 

)( ><ktu  A control vector of the SC at the control cycle >< k  

iju  A control input action ( 1)( =tuij , if the resource )( jB  is used for proc-

ess )(iB , 0)( =tuij  otherwise) 

)(tplu  A vector of SC program control 

)(* tu  An optimal control vector of an SC 

)(T)( tcu  A control vector of the SC structure dynamics 

v  A vector  of SC  real-time regulation control inputs  
w  A subvector of the parameters being adjusted through the SC exter-

nal/internal adapter or defined within the structural adaptation 
)(tx  The general state vector of the SC 

)(tx∆  An indicator of a difference between the planned state trajectory and
the real one 

)( ><ktx  The state vector of an SC at the control cycle >< k  

),( λx ′t  The state vector of an SC 

)(~ tax  Additional elements of the SC state vector 

ix  A variable characterizing the state of the dynamic process )(iB  
)(tpx  An extended state vector characterizing SC multi-structural macro-state

)(tplx  The planned SC state trajectory 

)(* tx  The optimal state vector of an SC 

)(*
fTx  

The optimal value of the general state vector of an SC at the time point 

fTt =  

)(T)( tcx  A vector characterizing the state of the SDC 
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)(~ k
ijx  A variable characterizing aggregate state of readjustment process of the

SC 
)(o

ix µ  A variable characterizing the state of the operation )(iDµ  

)(*
fTβx  A point of the internal approximation of the AS 

)()(
~ fh

Tξx  Perturbed SC vector obtained as a result of simulation replicating the

conditions of plan realization number “ h
~

” 

)()(
~ f
pl

h
Tx  Planned SC state vector at the time point fTt =  for plan realization

number “ h
~

” 

)(ˆ )(
~ fh

Tξx  Stochastically perturbed SC vector obtained as a result of simulation

replicating the conditions of plan realization number “ h
~

” 
)(ty  A vector of the output characteristics 

∫
fT

T

f
0

ϑ  A functional part of the SC performance metrics 

β  A vector of parameters of SC SDC models 
)(tijε  An element of a preset matrix time function of time-spatial constraints  

λ′  A vector of coefficients which are used for multi-objective decision-
making 

ϑλ′  Coefficients which are used for the multi-objective decision-making 

)(tξ  A vector of perturbation influences 
)(~ ξ
><Π k  An index of the total losses caused by the necessity for correction in-

puts at control cycle >< k  

Θϕ
~  A transition function of the SC SDC models 
( ))( ftxϑϕ  A terminal part of the SC performance metrics 

)(* tψ  An optimal conjugate vector 

)(
~

rψ  A running value of the conjugate vector on the iteration r  

)0(
~~ψ  A running value of the conjugate vector at the moment 0Tt =  

Θψ
~  An output function of the SC SDC models 

Parameters 

ia  The given quantities (end conditions) values of which should have the
corresponding variables )(txi - 

)( f
jic ηρ  A potential productivity of the resource )( jB  with regard to the flow ρ

and subject to the operation )(iDµ  
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)( f
jic µ  The total potential productivity of the resource )( jB  subject to the op-

eration )(iDµ  
Tc  A given vector which is used for the external approximation of AS 

D  The total amount of the approximation points 

)1(
ηijd  The maximal productivity of the resource )( jB  subject to the collabora-

tion operation )( jDµ  with the customer )(µB  
)2(

ρijd  The maximal productivity of the resource )( jB  subject to the collabora-

tion operations to deliver products ρ to customers )(ηB  

e~  The total amount of the preferable multi-structural macro-state 
)( j

ihη  A given time of channel revamping 

G  The total amount of model characteristics 

1
~I  The total amount of the constraints ),()1( uxq  

2
~I  The total amount of the constraints ),()2( uxq  

*
aJ , *

bJ  The given   vectors   defined   respectively  the  lower  and  upper

bounds  of )()(
f

pl TJ and )()(
fTξJ  

1aJ , 1bJ  The given  constants  defining  respectively  the  lower  and  upper
bounds of the values of the performance metric 1J   

K  The total amount of control cycles 

σK  The total amount of SC multi-structural macro-states 
)1,( p

jk  The total amount of non-storable resources 

)2,( p
jk  The total amount of storable resources 

m~  The total amount of the disturbance scenarios at the stage of SC execu-
tion 

n  The total amount of the internal objects 
n  The total amount of the external object 

ip , ip  The total amount of flows 

R~  The total amount of business and/or information processes constraints 

)(
1

~~ f
jR  The maximal total productivity of the resource )( jB  with regard to the

product flows 
)(

1

~~ f
jR η  The maximal channel intensity to deliver products to the customer )(ηB  

rR~
~~

 
A known constant 

is is  The total amount of interaction operation 

0T  The start instant of time of the planning horizon 

fT  The end instant of time of the planning horizon 

stt  The total time of SC models’ structure adaptation 
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stt  The maximal allowable time of the structural adaptation 

∆
~~

 
A step of integration 

1ε , 2ε  A known constants characterizing the accuracy of the iterative solution
of a boundary-value problem 

2ε  A given constant establishing an allowable level of the SC SDC model
)(rrMΘ  adequacy 

)(
1

fε , 
)(

2
fε  

The given constants characterizing the stability conditions of SC plans
in the space of state vectors and the space of performance metrics 

H~  The total amount of plans (schedules) 
θ  The total amount of SC structural-dynamics control models 
λ  Coefficients which are used for multi-objective decision-making 

)1(
jξ , )2(

jξ  The given vectors functions for minimal and maximal disturbances 

ℑ  The total amount of performance metrics 

Indices 

ê  A running number of the basic set corresponding to the input choice scale  
g  A running number of model characteristics 

h
~

 A running number of a plan (schedule) 

i  A running number of an external object (e.g., a customer) 

1i  A running number of the preference relation, which is used for the selection
of the best alternative 

2i  A running number of the relation, which is satisfied when an alternative is
selected 

j  A running number of an internal object resource 

j~  A running number of a disturbance scenario at the stage of SC execution 

k  A running number of a time interval 

k̂  A running number of the basic set corresponding to the output scale 

)(
~
Θk  A type of rule for constructing the resulting choice functions and prefer-

ences relations 
l l′  A running numbers of a SC structure element in the set )( jB  

l
~~

 
A running number of conjugate vector element 

p~  A running number of Pareto-optimal points 

r  A running number of an iteration during the plan construction 
r~  A running number of a business and/or information process constraint 
rr  A running number of an iteration during the model adaptation 
α~  A running number of the constraints )1(q  
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)(Θα  A type of a preference relation 

)(Θβ  A type of a satisfied relation 

β  A running number of an approximation point 

β
~

 A running number of the constraints )2(q  

γ~  A running number of the coordination level 

δ  A running number of SC multi-structural macro-state 

δ~  A running component number of the performance metric vector 

ε  A running number of a process (operation) with regard to the constraint
“and” 

ζ  A running number of a performance metric 
η  A running number of an external object (customer) with regard to the end

product delivery 
η̂  A running number of a coordinate alternative 

µ , µ  A running number of an interaction operation 

µ  A running number of a measure class (e.g. fuzzy measures, probabilistic
measures, etc.) 

µ~  A running number of the preferable multi-structural macro-state 

π  A running number of a non-storable resource 
'π  A running number of a storable resource 

ρ  A running number of a flow produced when the objects )(iB  and )( jB  in-
teract 

ρ̂  A running number of an auxiliary alternative 

ρ  A running number of a flow with regard to the object )( jB  
ϑ  A running number of a SDC model type 

ϑ̂  A running number of a SDC model type without consideration of the opera-
tion control model 

ϕ  A running number of a process (operation) with regard to the constraint
“or” 

χ  A running number of a SC structure 
Θ  A running number of a model 
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scheduling, 234 
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dynamics, 58 

operations, 186 
system, 121 
 

E 
effectiveness, 36 
efficiency, 36 
enterprise management, 1 
 
F 
feedback, 127 
feedback loop, 58, 127 
flexibility, 4, 87 
functors, 144 
 
H 
Hamiltonian, 196 
heuristics, 39 
 
I 
information 

society, 4 
 

L 
lean production, 4 
logistics, 10 
 
M 
macro-state, 156, 235 
manageability, 107 
manufacturing, 2 
mass customization, 21 
mathematical programming, 119 
mathematical structure, 146 
model, 35 

classification, 36 
continuous, 121 
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embedded, 165 
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integration, 140 
macroscopic, 121 
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qualimetry, 144 

model predictive control, 125 
modelling, 35 

adequacy, 36 
flexibility, 36 
information, 47 
mathematical, 48 
multiple, 143 

modularization, 20 
multi-disciplinary, 61 
multiple-model complexes, 143 
multi-structural, 60, 156 
 
O 
operations, 188 
optimization, 119, 120 

multi-objective, 186 
order penetration point, 21 
 
P 
Pareto’s set, 216 
partner selection, 147 

flexible, 147 
performance, 57, 98, 163 

economic, 58 
metric, 163 

perturbation influence, 69, 81 
non-purposeful, 69, 84 
purposeful, 69, 81 

plan, 173 
correction, 99, 209 
quality index, 194 

planning, 173 
adaptive, 128, 176 
decisions, 59 
incremental, 175 
operational, 180 
satisfactory, 175 
strategic, 180 
tasks, 174 

Pontryagin’s maximum principle, 196 
postponement, 20 
problem 

boundary, 201 
taxonomy, 48 

process, 40 
collaborative, 63 
correction, 99, 209 
effectiveness, 40 
efficiency, 40 
optimal, 40 

product life-cycle, 1 
production management, 12 
 
Q 
qualimetry, 144 
quality functional, 163 
quality index, 194 
 
R 
reconfiguration, 170, 205 
reliability, 87, 101 
replanning, 99, 209 
resilience, 104 
responsiveness, 4 
risk, 71, 75 

management, 74 
objective, 75 
perceived, 75 

robustness, 101 
 
S 
schedule, 234 

optimal, 201 
scheduling, 60, 185, 236 

dynamic, 186 
real-time, 86 

simulation, 39, 121 
discrete-event, 121 
mesoscopic, 122 
microscopic, 121 

stability, 103, 238 
BIBO, 103 
global, 106, 107, 223 
global asymptotic, 223 
index, 224 

structural-functional reserve, 22, 28 
structure dynamics, 157 
structure dynamics control, 157 
supply chain, 78, 137 

adaptability, 26, 101, 102 
adaptation, 115, 116, 213 
adaptive, 24, 26 
agile, 19, 20, 21, 31, 32, 33 
analysis, 148 
bottlenecks, 78 
build-to-order, 22 
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coordination, 43 
costs, 112 
decision-making, 39, 108 
disabled state, 98 
dynamic model, 162 
economic performance, 98 
efficient state, 98 
flexibility, 22, 87 
global stability, 95, 98, 106 
macro-state, 160 
manageability, 107 
modelling, 137 
models, 137 
monitoring, 150, 181 
organization, 6 
paradigm, 9 
performance, 2, 57, 98 
plan, 230 
planning, 108, 153, 234 
problems, 140 
reconfiguration, 150, 170, 205 
reliability, 87 
replanning, 114 
resilience, 99 
responsive, 19 
robustness, 101 
schedule, 60 
scheduling, 60, 153, 234 
security, 81 

self-organizing, 25 
simulation, 121 
stability, 58, 112 
stability index, 230 
structural–functional synthesis, 157 
structure, 156 
sustainability, 62 
sustainable, 27 
synthesis, 148 
total performance, 98, 163 
uncertainty factors, 72 
vulnerability, 84 

supply chain management, 2, 3, 5, 10 
adaptive, 23 

supply chain operations reference, 41 
system dynamics, 58, 121 
 
T 
total quality management, 4 
trust, 31 
 
U 
uncertainty, 58, 69, 71, 93, 98 

factors, 70 
 

V 
value chain, 1 
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